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## Introduction

My name is Christopher A. Cooper. I have been asked to provide an analysis of the partisan characteristics of North Carolina's congressional and General Assembly maps, enacted on November 4, 2021. I am conducting this analysis as a private citizen and am not speaking for my employer, nor am I conducting this work on university time, or using university resources.

I am the Robert Lee Madison Distinguished Professor of Political Science and Public Affairs at Western Carolina University, where I have been a tenured or tenure-track professor since 2002. I hold a PhD and MA in Political Science from the University of Tennessee, Knoxville and a BA in Political Science and Sociology from Winthrop University. My academic research focuses on state politics and policy, elections, and southern politics-with particular application to North Carolina. To date, I have published over 50 academic journal articles and book chapters, co-edited one book focused on North Carolina (The New Politics of The Old North State), and co-authored one book related to politics in the South, including North Carolina (both books with the University of North Carolina Press). I teach courses on state and local politics, political parties, campaigns, and elections, southern politics, research methods, and election administration. In 2013, I was named the North Carolina Professor of the Year by the Carnegie Foundation for the Advancement of Teaching and I have received Western Carolina University's highest honors in teaching (Board of Governors Teaching Award), and scholarship (University Scholar). My current curriculum vitae is attached as Attachment A.

Much of my academic and applied research relates to North Carolina politics and policy and I am a frequent source for news media seeking comments about politics in the Old North State. My quotes have appeared in national and international outlets including The New York Times, The Washington Post, Politico, BBC, NPR's All Things Considered, and The New Yorker, as well as in North Carolina-based outlets including The Nens and Observer, The Charlotte Observer, Asbeville-Citizen Times, Carolina Journal, Spectrum News, and NPR affiliates in Chapel Hill, Charlotte, and Asheville. I have written over 100 op-eds on North Carolina, southern and national elections and politics, including pieces in The Atlanta Journal-Constitution, NBC.com, The News and Observer, The Charlotte Observer, and Asheville Citizen-Times, and I regularly give talks about North Carolina politics, North Carolina elections, and the redistricting process to groups throughout the state. I previously served as an expert witness in Common Cause v. Lewis, 18-CVS-014001 (N.C. Super. Ct. Sep. 3, 2019).

I am being compensated at a rate of $\$ 300$ per hour.

North Carolina is a state defined by competitive two-party politics in terms of its citizens and in its elections for statewide elective offices. Its congressional and state legislative delegations, by contrast, have defied this evidence of competitiveness and moderation and have leaned heavily towards the party in control of the General Assembly, despite the fact that Democrats and Republicans garner similar numbers of statewide votes.

This difference cannot be explained away as a result of where Democrats and Republicans happen to live. As Stanford political geographer Jonathan Rodden demonstrated, North Carolina does not show as much evidence of "natural clustering" as other states. "Due to the presence of a sprawling knowledge-economy corridor, a series of smaller automobile cities with relative low partisan gradients, and the distribution of rural African Americans, Democrats are relatively efficiently distributed in North Carolina at the scale of congressional districts." ${ }^{11}$ Looking across all 50 states, Political Scientists Alex Keena, Michael Latner, Anthony J. McGann, and Charles Anthony Smith come to a similar conclusion at the state legislative level: "It is clear that geographical considerations such as the urban concentration of Democrats cannot explain away partisan gerrymandering. There is strong evidence that it is indeed possible to draw unbiased (or almost unbiased) districting plans, even in states with large and densely clustered city dwellers." ${ }^{2}$

As I demonstrate in the analysis that follows, the available evidence indicates that this gap in representation is due to partisan gerrymandering, drawing lines to benefit one party at the expense of the other. While a small deviation from established political patterns is not necessarily evidence of gerrymandering, the differences observed in North Carolina's political outcomes are large and sustained.

Gerrymandering is generally accepted as a threat to democracy in North Carolina and across the nation. This statement is true regardless of partisanship. For example, a 2018 Elon Poll found that just $10 \%$ of registered voters in North Carolina believe the current redistricting system is "mostly fair." ${ }^{3}$ A more recent poll found that $72 \%$ of North Carolinians believe gerrymandering is " $a$ very serious problem" or "a somewhat serious problem" while only $6 \%$ believe it is "not a problem." The same poll (which, it should be noted, includes question wording that references both Democratic and Republican gerrymandering) found that 74\% of North Carolinians "support efforts by the courts to ensure maps are fair and constitutional." ${ }^{4}$ Yet another recent poll found that $89 \%$ of North Carolina voters "oppose drawing voting districts to help one political party or certain politicians win an election."5 A recent op-ed in The News and Observer by Republican Carter Wrenn and Democrat Gary Pearce illustrates bi-partisan agreement on the evils of gerrymandering in clear terms. They explain, "We agree that gerrymandering is a major problem that undermines the foundations of our democracy. We agree that districts shouldn't be drawn to help one political party,

[^0]no more than college basketball games should be rigged to favor one team. ${ }^{.6}$ The preference for fair maps-those not gerrymandered to achieve a partisan advantage—is not a partisan one.

## Summary of Key Findings

- North Carolina is, by virtually any measure, a "purple state" with healthy two-party competition at the statewide level. The North Carolina Governor is a Democrat, while the U.S. Senators are Republicans. There are more registered Democrats than Republicans in the state, and in the 2020 election, the two-party vote share difference between Donald Trump and Joe Biden was the smallest of any state that Trump won.
- North Carolina has a history of gerrymandering for partisan gain. ${ }^{7}$ North Carolina's maps since 2011, in particular, have demonstrated clear partisan bias ${ }^{8}$ that has implications for democracy. Immediately after the 2011 redistricting cycle, North Carolina's democracy weakened considerably, according to one scholar, moving from a democracy score that placed the Old North State roughly in the middle of the pack to one near the bottom of the country. ${ }^{\text {. }}$
- As a result of the 2020 census, North Carolina earned an additional congressional seat because of population growth that occurred mostly in urban areas, which tend to favor Democrats: according to an analysis of U.S. census data by The News and Observer, more than $78 \%$ of North Carolina's population growth over the last decade came from the Triangle area and the Charlotte metro area. ${ }^{10}$ Despite that fact, the number of anticipated Democratic seats actually decreases in the current congressional map, as compared to the last map enacted in late 2019 and used in the 2020 elections. The last map produced 5 Democratic wins and 8 Republican wins; this map is expected to produce 3 Democratic wins, 10 Republican wins and 1 competitive seat.
- In the congressional map, Democratic strongholds Mecklenburg, Guilford, and Wake counties are each divided across three districts, despite the fact that there is no populationbased reason to divide them this many times. In the previous congressional map, Mecklenburg was divided into two districts, Wake into two districts, and Guilford fell completely in one district. The strategic splits in the enacted map ensure that large numbers of voters will have no chance of being represented by a member of their own party. These splits will also lead to voter confusion and fractured representational linkages.

[^1]- The enacted congressional map produces geographic contortions that combine counties in ways that, in some circumstances, have never existed before.
- The double-bunking that occurs in the enacted congressional map advantages the Republican Party. A Republican (Virginia Foxx) and a Democrat (Kathy Manning) are both drawn into in an overwhelmingly Republican district (congressional district 11), thus virtually guaranteeing that the Democrat (Manning) will lose her seat. There are no cases where two Republican incumbents seeking re-election are double-bunked. The map also produces at least one district with no incumbents, but that district (congressional district 4) overwhelmingly favors the Republican Party.
- Despite the application of the Stephenson v. Bartlett county clustering rule, the mapmakers had considerable leeway in drawing the vast majority of North Carolina House and Senate districts. The enacted district lines "pack" Democratic leaning voters into a small number of districts, thus producing a few Democratic districts with large electoral margins. The district lines "crack" the remaining Democratic voters across the remaining districts, so that Democratic voters cannot comprise a majority of any of those districts. Conversely, the maps distribute Republican VTDs more efficiently, to translate those Republican votes into a greater number of anticipated seats. These practices ultimately result in large Republican seat advantages in the General Assembly—advantages that far outweigh the Republicans' share of the aggregate vote between the two parties. These maps are likely to lead to a General Assembly that will not represent the will of the people of the state.
- Neutral, third-party observers have been uniform in their negative assessment of the enacted maps. For example, The Princeton Gerrymandering Project assessed a grade of " $F$ " in partisan fairness and " C " in competitiveness for all three maps. Dave's Redistricting App (DRA) assesses the congressional map as "very bad" in proportionality and "bad" in terms of competitiveness. While the House and Senate maps fare slightly better in terms of proportionality according to DRA, DRA assesses both maps to be "bad" in terms of competitiveness. Both The Princeton Gerrymandering Project and DRA are nonpartisan and have given similar grades to Democratic gerrymanders in other states.


## North Carolina's Partisan Competitiveness

North Carolina has long been known for political moderation and competitive two-party politics. In 1960, Political Scientist V.O. Key noted North Carolina's distinctiveness from the rest of the South, owing to its comparatively competitive two-party politics. ${ }^{11}$ North Carolina journalist Rob Christensen and Wake Forest University Political Scientist Jack Fleer noted more recently that the state enjoys "two strong and competitive parties." ${ }^{12}$ Work by contemporary observers reinforces the notion that North Carolina is a competitive two-party state where statewide offices are winnable for either major political party. ${ }^{13}$

## Two-Party Competition in Election Results

As I have written previously, one way to gauge the state's relative moderation and two-party competitiveness is simply to look at electoral results from races where gerrymandering is not possible-races where people are elected at the state level, rather than by districts that are subject to gerrymandering. The most prominent example of such an election, of course, is the U.S. presidential election.

The figure below plots North Carolina's presidential election results as ranked alongside those from other states, ranging from the state where the Democratic candidate received the largest vote share (1) to the state where the Democratic candidate receive the smallest vote share (50). Here, we see that North Carolina is best described as a competitive two-party state that sits roughly in the middle of the country in terms of partisan voting patterns. In 2000, North Carolina had the $32^{\text {nd }}$ highest vote share for the Democratic candidate for president. In 2004, Democratic presidential candidate John Kerry received his $30^{\text {th }}$ highest vote share in North Carolina. In 2008, thenpresidential candidate Barack Obama's vote share in North Carlina was $28^{\text {th }}$ highest in the country. In 2012, incumbent President Obama's vote share in North Carolina was $27^{\text {th }}$ highest in the country. In 2016, North Carolina had the $26^{\text {th }}$ highest Democratic vote share in the country and in 2020, it was the $27^{\text {th }}$ highest.

[^2]Figure 1. North Carolina Rank in Democratic Vote Share for President Among the 50 States


Data Source: David Liep's Atlas of U.S. Presidential Elections

In the 2020 election, North Carolina was perched on the razor's edge between Republican and Democrat—Donald Trump's two-party vote share was the smallest in North Carolina of any state he won in 2020. If any state can be described as "purple" or "competitive" in modern American politics, it is North Carolina.

Figure 2. Two-Party Vote Share in the 2020 Presidential Election


Another way to understand North Carolina's competitiveness is to examine election results at the Council of State-ten members of the Executive branch who vary in prominence but are all elected in partisan quadrennial elections. These include the Governor, Lieutenant Governor, Secretary of State, State Auditor, State Treasurer, Superintendent of Public Instruction, Attorney General, Commissioner of Agriculture, Commissioner of Labor, and Commissioner of Insurance.

The result of these elections over the past five election cycles demonstrates once again that North Carolina enjoys significant partisan competition. Democrats have won 29 out of 50 Council of State elections since 2004.

Figure 3. Results of The Last Five Council of State Elections


Note: Calculated from NC State Board of Eletions data. Council of State elections take place every four years.

## Two-Party Competition and Moderation in the Electorate

North Carolina has considerable two-party competition in terms of voter registration. As the figure below indicates, Republican Party identification has never exceeded Democratic Party identification in the history of the state. While this is certainly not a sign of a liberal, Democratic state, it is similarly belies any contention that North Carolina is a conservative, Republican state.

Figure 4. Voter Registration in North Carolina


Partisan identification is, of course, just one indicator of the political lean of a state's citizens. And, given the rise in Unaffiliated voters in North Carolina, it is an increasingly noisy indicator. ${ }^{14}$ Existing measures of statewide public opinion, however, come to the same conclusion: North Carolina does not lean heavily towards one party or ideology. One measure of state-level public opinion finds that North Carolina falls near the middle of the distribution of state-level political ideology as the $24^{\text {th }}$ most liberal state in the country. ${ }^{15}$ Another widely accepted measure finds that North Carolina is the $25^{\text {th }}$ most liberal state in the country. ${ }^{16}$

## Legislative Votes and Seats in the Aggregate

Historically, North Carolina's legislative delegation has not reflected these patterns of twoparty competition and moderation. As the following three graphs demonstrate, North Carolinians consistently give about half of their two-party vote share to each party, yet the Republicans dominate in terms of legislative representation. This suggests that the representational linkage between voters and North Carolina's legislative representatives is weaker than between the voters and various other elected offices.

[^3]Figure 5. Comparing Votes and Seats in North Carolina's Congressional Delegation, 2012-2020


Figure 6. Comparing Votes and Seats in the North Carolina Senate, 2012-2020


Figure 7. Comparing Votes and Seats in the North Carolina House, 2012-2020


## Policy Outcomes

While North Carolina's statewide electoral outcomes, public opinion estimates, and party registration data all suggest a state that falls near the middle of the ideological and partisan spectrum in terms of citizen policy preferences, the partisanship of North Carolina's congressional and General Assembly delegations run counter to these measures. Further, available evidence suggests that the policy behavior and ideology of state legislators and members of Congress in North Carolina are at odds with statewide measures of two-party competition and ideological moderation. Estimates of voting patterns at the General Assembly ${ }^{17}$ and congressional ${ }^{18}$ levels reinforce that both delegations have moved in an increasingly conservative direction, while the aggregate public opinion of the citizenry has remained relatively constant. See figures 8 and 9 below.

[^4]Figure 8. Chamber Estimates of North Carolina General Assembly Ideology, 1995-2018


Source: American Legislatures Project (Schor and McCarty 2020)

Figure 9. Nominate scores of North Carolina's congressional delegation, 2001-2002 Congress through 2021-2022 Congress


Source: Lewis et al. (2021)

In a forthcoming book, Political Scientist Jacob Grumbach finds that North Carolina experienced significant democratic backsliding in recent years-"among the most democratic states in the year 2000, but by 2018, they are close to the bottom. ${ }^{119}$ It is important to note that Grumbach's measure is one of "small d" democratic backsliding-he does not measure partisanship, but rather a state's propensity to adhere to basic norms of democracy.

Taken together, these complementary measures of North Carolina voters' behaviors, ideological preferences, and partisanship indicate that North Carolina is a politically moderate state that enjoys two-party competition for the vast majority of elected offices. Beginning in 2011, however, North Carolina's congressional and General Assembly delegations have run counter to this trend, both in terms of partisanship and expressed policy preferences.

[^5]
## District Analysis

The remainder of this report is devoted to examinations of specific districts (in the case of Congress) and county "clusters" (in the case of the General Assembly). In the text that follows, I refer to the "current" maps as the maps that were used in the 2020 election and the "enacted" maps as the maps that have been approved by the North Carolina General Assembly for use in the 2022 elections. While I conducted all of the analysis that follows and wrote all of the verbiage, the shaded red-and-blue maps were produced by John Holden, a geographic information system (GIS) expert, using a "CCSC" measure of partisanship that I selected and describe below. Mr. Holden also produced the other maps in the following pages that show the effect of the district lines on certain municipalities.

I use a few different metrics in the analysis that follows. The first is the Cook Political Report's Partisan Voter Index (PVI), a standard metric of the expected "lean" of a congressional district using a composite of past elections. The second is the Civitas Political Index (CPI), a measure of partisan district lean for state legislative districts derived from prior Council of State votes. The CPI places each district on a scale from $\mathrm{D}+1$ (a district that has a slight Democratic tilt) to $\mathrm{D}+36$ (a district with an overwhelming Democratic tilt), with mirrored results on the Republican side indicated with an "R" instead of a "D." The third is a metric created for this analysis that combines the results of the 2020 Secretary of Labor and Attorney General races, the two closest Council of State races in North Carolina that year, into one measure, which I term the Competitive Council of State Composite (CCSC). ${ }^{20}$ This measure allows for the use of relatively low-profile elections to get a sense of the "true partisanship" of the district. It is presented below as the raw difference in votes and is used in the shaded red-and-blue maps that follow. From time to time, I mention the percent of the electorate that voted for Donald Trump in the 2020 election to give yet another sense of the partisan lean of the district, county, or cluster.

## Congressional District Analysis

I begin by showing shaded red-and-blue maps demonstrating the trisection of Wake County, Mecklenburg County, and Guilford County by the congressional district lines (maps 1, 2, and 3 below). These maps show county lines in black, VTD lines in gray, and district lines in orange. The red-and-blue shading represents the relative vote margin using my CCSC-the composite results of the Secretary of Labor and Attorney General races in 2020-in each VTD, with darker blue shading representing larger Democratic vote margins and darker red shading indicating larger Republican vote margins (both normalized by acreage).

While district-by-district analysis is important, the congressional map is best understood as a single organism, rather than 14 separate entities-as one district moves in one direction, another must respond. This means that the unnecessary division of Mecklenburg, Guilford, and Wake counties across multiple congressional districts, achieved by the cracking and packing of Democratic voters in those counties, has ripple effects throughout the map. Map 4 shows the entirety of the congressional map with red-and-blue CCSC shading.

[^6]Map 1. Close-up of Guilford County VTD CCSC, split across three districts


Map 2. Close-up of Mecklenburg County VTD CCSC, split across three districts


Map 3. Close-up of Wake County VTD CCSC, split across three districts


Map 4. Statewide overview of the enacted congressional map


As the table below shows, the PVI, CCSC, and Trump Percentage all tell a similar story: the enacted map will produce 10 Republican seats, 3 Democratic seats, and 1 competitive seat. At most, the enacted map could be expected to elect four Democrats to office in 2022-fewer than in the current map and far below what one would expect based on Democratic representation statewide or the results of other recent statewide elections.

Table 1. Summary Data for Each Enacted Congressional District

| District | PVI | CCSC | Trump Perc |
| :--- | :--- | :--- | :--- |
| 1 | $\mathrm{R}+10$ | $\mathrm{R}+98,969$ | $57 \%$ |
| 2 | Even | $\mathrm{D}+40,396$ | $48 \%$ |
| 3 | $\mathrm{R}+10$ | $\mathrm{R}+111,451$ | $58 \%$ |
| 4 | $\mathrm{R}+5$ | $\mathrm{R}+28,045$ | $53 \%$ |
| 5 | $\mathrm{D}+12$ | $\mathrm{D}+227,327$ | $34 \%$ |
| 6 | $\mathrm{D}+22$ | $\mathrm{D}+374,786$ | $25 \%$ |
| 7 | $\mathrm{R}+11$ | $\mathrm{R}+115,682$ | $57 \%$ |
| 8 | $\mathrm{R}+11$ | $\mathrm{R}+125,842$ | $57 \%$ |
| 10 | $\mathrm{D}+23$ | $\mathrm{D}+325,717$ | $25 \%$ |
| 11 | $\mathrm{R}+14$ | $\mathrm{R}+156,833$ | $60 \%$ |
| 12 | $\mathrm{R}+9$ | $\mathrm{R}+94,407$ | $57 \%$ |
| 13 | $\mathrm{R}+9$ | $\mathrm{R}+102,404$ | $56 \%$ |
| 14 | $\mathrm{R}+13$ | $\mathrm{R}+150,187$ | $60 \%$ |

## NC-1

The enacted $1^{\text {st }}$ congressional district is mostly comprised of the current NC-3, but also includes part of the current NC-1. Most potential congressional districts in this part of North Carolina would likely lean towards the Republican Party, but to create extra advantage for the Republican Party in other parts of the map, the current map brings the Democratic-leaning areas of Pitt County into NC-1, thus removing them from NC-2 and allowing NC-2 to become much more competitive for the Republican Party.

Despite moving the district line westward to include the Democratic portion of Pitt County, the enacted district remains virtually a guaranteed Republican victory with a PVI of $\mathrm{R}+10$ (the current NC-3 is R+14). No Democratic member of Congress in the country represents a district that leans this far towards the Republican Party.

Map 5. VTD CCSC for NC-1


## NC-2

The enacted $2^{\text {nd }}$ congressional district includes the core of the current NC-1, along with portions of the current NC-4 and NC-13. The area that largely comprises the new NC-2 is currently represented by Democrat G.K. Butterfield and is considered a $\mathrm{D}+12$ district by the Cook Political Report, making it a safe Democratic seat. Butterfield has the longest uninterrupted tenure of any member of North Carolina's congressional delegation. Under the enacted map, however, Butterfield's district changes radically, loses many of its Democratic strongholds (including the aforementioned loss of the Democratic areas in Pitt County) and now picks up enough Republican voters to move the district to "even," according to the Cook Political Report. For example, NC-2 picks up Caswell County, which does not include a single Democratic-leaning VTD, according to the 2020 Attorney General/Secretary of Labor CCSC in the map shown below. The 2020
Presidential vote share and CCSC score reinforce that this is an extremely competitive district. This is an enormous shift for what was formerly a Democratic stronghold.

In addition to producing a clear partisan shift, the district is difficult to understand from a communities of interest perspective. The enacted district no longer includes any of Pitt County, nor does it include the campus of East Carolina University, which provided much of the economic engine of the district. The district now stretches from the Albemarle Sound to the Raleigh-DurhamChapel Hill metropolitan area and eventually terminates in Caswell County, just northeast of Greensboro. Notably, Washington County and Caswell County have never been paired together in a congressional map in the history of North Carolina, further illustrating how little these counties have in common.

At a micro-level, the changes will split communities in important ways. For example, the cutout in Wayne County, just west of Goldsboro, splits the students and families in Westwood Elementary School (which is located in NC-2) into two separate districts (NC-2 and NC-4). At one point, NC-2 passes through a narrow cut-off between the Neuse River to Old Smithfield Road that is less than one-third of a mile wide.

After the maps were enacted, G.K. Butterfield announced that he will not seek re-election, ${ }^{21}$ making the district even more likely to shift to the Republican Party. If the Republicans take over this seat, it will be the first time that this part of North Carolina has been represented by a Republican since the late $19^{\text {th }}$ Century.

[^7]Map 6. VTD CCSC for NC-2


## NC-3

The enacted $3^{\text {rd }}$ congressional district is mostly carved out of the current $7^{\text {th }}$ congressional district, but also includes portions of the current $3^{\text {rd }}$ and $9^{\text {th }}$ districts. The current $7^{\text {th }}$ district is considered $\mathrm{R}+11$ by the Cook Political Report.

As enacted, this district once again denies North Carolina's Sandhills a consistent district of their own, despite repeated calls during the redistricting process, ${ }^{22}$ and instead places portions of the Sandhills with the coastal enclave in and around Wilmington. The enacted map also creates an odd appendage in Onslow County that, as described in the section on NC-1, makes little sense from a communities of interest perspective.

The enacted district will almost certainly elect a Republican. It is slightly less Republican than the current NC-7 but still is considered $\mathrm{R}+10$ by the Cook Political Report. It favored the Republicans by over 110,000 votes in the 2020 Attorney General/Secretary of Labor CCSC, and Donald Trump won the district with $58 \%$ of the vote. It is currently represented by Republican David Rouzer and is expected to remain in Republican hands.

[^8]Map 7. VTD CCSC for NC-3


NC-4
The enacted $4^{\text {th }}$ congressional district is carved out of a pocket of North Carolina that includes Johnston County and a portion of Harnett County, both of which are adjacent to Wake County, as well as portions of the Sandhills. The district is pieced together out of leftover portions from current districts 7 and 8 , which were $R+11$ and $R+6$, respectively. It combines the Democratic-leaning area of Fayetteville with those areas to create a Republican-leaning district.

In addition to the carve out of Republican-leaning VTDs in Wayne County referenced above, this district takes a series of confusing jogs in the northwest part of Harnett County. A citizen driving southwest on Cokesbury Road would begin in NC-7, then rest on the line between NC-7 and NC-4, then into NC-4, then back on the line between the two, just before Cokesbury turns into Kipling Road whereupon the driver would move back into NC-4.

This district, which has no incumbent, is considered an $\mathrm{R}+5$ district by the Cook Political Report, gave $53 \%$ of its vote share to Donald Trump in 2020, and gave an advantage to Republicans of about 28,000 votes in the 2020 Attorney General/Secretary of Labor CCSC.

Map 8. VTD CCSC for NC-4


## NC-5

The enacted map cracks Democrats in Wake County into three districts (NC-5, NC-6, and NC-7). Unlike NC-6 and NC-7, NC-5 is situated completely within Wake County and is made up of portions of current NC-2 and NC-4, districts that were $\mathrm{D}+12$ and $\mathrm{D}+16$. The effects of this are to pack Democratic voters into one district, thus increasing the probability that Republicans can win at least one of the adjacent districts. The enacted district is rated by the Cook Political Report as $\mathrm{D}+12$, the CCSC shows a Democratic advantage of over 227,000 votes, and Donald Trump won just $34 \%$ of the vote.

This map clearly splits communities of interest. In one particularly egregious example, a small vein runs up Fayetteville Road by McCullers Crossroads in Fuquay-Varina, where the vein itself is in NC-7 and the areas on either side of it are in NC-5.

Map 9. VTD CCSC for NC-5


## NC-6

The $6^{\text {th }}$ district packs all of Orange and Durham counties and part of Wake County together into one overwhelmingly Democratic district, which is created out of portions of the current NC-4 and NC-2 ( $\mathrm{D}+16$ and $\mathrm{D}+12$, respectively). As the map below demonstrates, the enacted NC- 6 only includes four marginally Republican VTDs, according to the 2020 Attorney General/Secretary of Labor CCSC. Cook Political Report estimates this to be a D+22 district, Democrats had more than a 374,000 vote advantage in the CCSC and Donald Trump won only $25 \%$ of the vote in 2020. This district packs a greater proportion of Democratic voters in a single district than any district from the previous map. This district, like NC-5, includes Wake County, which is divided across three districts in the enacted map. The packing of Democrats in this district enables adjacent districts, in particular NC-7, to be drawn in ways that make it easier for Republican candidates to win.

The contours of this district bordering NC-7, on the southern end, split communities of interest in almost comical ways. In one example, a person traveling south on New Hill Olive Chapel Road would, in a matter of a few miles, move from NC-7 to the line between NC-6 and NC-7, back into NC-7, through NC-6, back into NC-7, back to the border between the two, back into NC-7, back to the border between the two, then back into NC-7. The contours of these lines are confusing to voters, and, as the map demonstrates, serve to pack as many Democratic precincts as possible into NC-6.

Map 10. VTD CCSC for NC-6


## NC-7

The enacted $7^{\text {th }}$ district includes the Republican-leaning Randolph, Alamance, Chatham, and Lee counties as well as portions of Guilford, Wake, and Davidson counties. It is carved out of current districts 13, 6, 4, and 2. As it is drawn, NC-7 splits both Guilford and Wake counties (each of which of is divided three times in the map as a whole). Despite including portions of two of the most Democratic counties in North Carolina, the district studiously avoids the Democratic-leaning areas of both counties. The eastern portion of the district in Wake County, near Apex, takes the unusual and confusing contours described in the description of NC-6 above.

The enacted NC-7 is considered $\mathrm{R}+11$ by the Cook Political Report, it gave Republicans a 115,682 vote advantage in the CCSC, and Donald Trump won $57 \%$ of the vote in this district. A Democratic candidate has virtually no chance of victory in the enacted $7^{\text {th }}$.

Map 11. VTD CCSC for NC-7


## NC-8

The 8th district stretches from the Sandhills into Mecklenburg County and includes portions of the current $9^{\text {th }}, 12^{\text {th }}$, and $8^{\text {th }}$ districts. The core of the district comes from the current $9^{\text {th }}$ district, which is $\mathrm{R}+6$. The enacted NC- 8 includes the entirety of Scotland, Hoke, Moore, Montgomery, Richmond, Anson, Union, and Stanley counties as well as the southern and eastern edge of Mecklenburg County. Although it includes portions of Mecklenburg County, one of the most Democratic-leaning areas in the state, as well as Democratic municipalities in Union, Anson, and Hoke, the $8^{\text {th }}$ district is unlikely to elect a Democrat under any reasonable scenario. The enacted map stops just shy of the some of the darkest blue VTDs in Mecklenburg County.

The Cook Political Report calls the enacted NC-8 an R+11 district, the CCSC shows that the Republican candidate garnered over 115,000 more votes than the Democratic candidates for the two closest Council of State races, and Donald Trump won approximately 57\% of the vote in the 2020 election.

Map 12. VTD CCSC for NC-8


## NC-9

The core of the enacted $9^{\text {th }}$ congressional district comes from the current NC-12, but it also includes portions of the current NC-9. The result is the most packed district in the enacted map. The Cook Political Report rates the enacted NC-9 as a $\mathrm{D}+23$ district, meaning that it leans more heavily towards the Democratic Party than any district in the last map. Donald Trump won just $25 \%$ of the vote in this district in the 2020 Presidential election and the CCSC indicates that the Democrats won over 325,000 more votes than the Republicans in the two closest Council of State races in 2020.

As with all examples of packing, the key to understanding this district is its effects on the surrounding districts. By ensuing that the Democratic candidate in NC-9 wins by an overwhelming margin, Republican voters will be more efficiently distributed across other districts, where they can have a greater affect on the outcome than they would otherwise. This ensures that neighboring NC8, for example, will not be competitive. This also has the effect of ensuring that Republican voters in NC-9 have no chance of securing representation from a member of their own party.

The geographic contortions of this district are most apparent on its western edge, where a mere eight miles separates the western edge of NC-9 and the Mecklenburg County line.

Map 13. VTD CCSC for NC-9


## NC-10

The enacted NC-10 includes all of Rowan, Cabarrus, and Davie counties and parts of Iredell, Davidson, and Guilford counties. It is drawn out of portions of the current $10^{\text {th }}, 9^{\text {th }}, 6^{\text {th }}$, and $13^{\text {th }}$ districts. Despite the inclusion of carefully curated portions of Democratic Guilford County, this district is a safe Republican seat and effectively removes any possibility that Democratic voters in High Point, Salisbury, Kannapolis, Concord, and elsewhere in Cabarrus can elect a member of their own political party. The Cook Political Report rates this district as $\mathrm{R}+14$, the CCSC indicates that Republicans won more than 156,000 additional votes in the two key council of state races, and Donald Trump won over $60 \%$ of the Presidential vote in the enacted district.

NC-10 includes High Point, while NC-11 includes most of Greensboro and NC-12 contains Winston-Salem, meaning that the enacted map splits all three points of North Carolina's Piedmont Triad into separate congressional districts that favor Republicans. In the current map, this community of interest is together in NC-6, represented by Democrat Kathy Manning.

Map 14. VTD CCSC for NC-10


## NC-11

The enacted $11^{\text {th }}$ congressional district is carved out of the current $5^{\text {th }}, 10^{\text {th }}$, and $6^{\text {th }}$ districts. This map places a portion of Guilford County, including the City of Greensboro, in a district with Rockingham, Stokes, Surry, Alleghany, Ashe, Wilkes, Caldwell, and Alexander counties as well as a tiny boot-shaped sliver of Watauga County.

As discussed elsewhere, the enacted map splits Guilford County across three districts (the $10^{\text {th }}, 11^{\text {th }}$, and $7^{\text {th }}$ ) and puts all three points of the Piedmont Triad in separate districts. By placing most of Greensboro in this overwhelmingly Republican district, the map ensures that the City of Greensboro, among the most Democratic and racially diverse cities in the state of North Carolina, will not be represented by a Democrat.

The enacted district is rated by Cook as $\mathrm{R}+9,57 \%$ of the district voted for Donald Trump in the 2020 election, and Republicans held a 94,000 vote lead in the two closest Council of State elections. No Democrat in the current Congress represents a district that leans this heavily Republican.

It is difficult to imagine any sense in which some of the locations in this district have shared community interests. Geographically, NC-11 spans radically different parts of the state. Greensboro is firmly in the Piedmont, resting at under 900 feet elevation. Watauga and Ashe counties, by comparison, reside in the high country, with elevations that consistently run above 5,500 feet. The corners of the district have different area codes, are served by different media markets, and share virtually no characteristics in common other than the fact that they are both within North Carolina. In the history of North Carolina, Caldwell and Rockingham counties have never shared a congressional representative.

In addition to its geographic span, the enacted district stands out for its double-bunking of Republican Virginia Foxx and Democrat Kathy Manning. To shoe-horn Foxx into the new district, the mapmakers carved out a tiny sliver of Watauga County to allow her house to fall into the redrawn district. This passage is so narrow, in fact, that it is connected by a stretch of land that is roughly three miles wide and requires a traverse of the Daniel Boone Scout Trail.

Map 15. VTD CCSC for NC-11


## NC-12

The $12^{\text {th }}$ congressional district stretches from Lincoln County at the southwestern corner, through Catawba, the northern part of Iredell, Yadkin, and Forsyth counties. As the map below makes clear, by including Winston-Salem with this overwhelmingly red swath of geography and walling it off from Democratic voters in High Point, the enacted map ensures that Republican Congressman Patrick McHenry, who lives at the southeast corner of this district, will maintain his seat and the Democratic voters in Winston-Salem will have virtually no chance to elect a member of their own party.

The Cook Political Report rates this district as R+9, Republicans had over a 100,000 vote margin in the two closest Council of State races, and Donald Trump won over $56 \%$ of the vote in this district.

Map 16. VTD CCSC for NC-12


## NC-13

The $13^{\text {th }}$ congressional district is carved out of portions of the current $11^{\text {th }}, 5^{\text {th }}, 12^{\text {th }}$, and $10^{\text {th }}$ districts. As the map that follows demonstrates, the district includes Polk, Rutherford, McDowell, Burke, Cleveland, and Gaston counties, as well as part of Mecklenburg County.

The district was generally understood to be created for Republican Speaker of the House Tim Moore who lives in Cleveland County-The Raleigh Nens and Observer and Charlotte Observer's editorial board even referred to it as "Moore's designer district." ${ }^{23}$ Republican Madison Cawthorn recently announced that he will run in the $13^{\text {th }}$, and Moore soon noted that he would stay in the General Assembly. While the specifics of the candidates have changed, the fact that this is a Republican district that will elect a Republican candidate has not. This district was rated by the Cook Political Report as $\mathrm{R}+13$, has a CCSC of $\mathrm{R}+150,187$ votes, and gave $60 \%$ of its votes to Donald Trump in 2020.

As mentioned in the discussion of NC-9, the narrow passageway that is necessary to squeeze NC-13 into Mecklenburg County only consists of a few miles at one point-stretching from a Food Lion to the Mecklenburg County line. The enacted district also creates unusual pairings of counties that share little in common. For example, Polk and Mecklenburg counties have never resided in the same district.

[^9]Map 17. VTD CCSC for NC-13


## NC-14

The enacted $14^{\text {th }}$ district includes most of the current $11^{\text {th }}$ district as well as part of Watauga County, which previously sat in the $5^{\text {th }}$ district. The current $11^{\text {th }}$ district also lost the Republican strongholds of Polk and McDowell counties, as well as part of Rutherford County, which are now in the $13^{\text {th }}$ district. These changes shifted the enacted NC-14 slightly in the Democratic direction (from a PVI of R+9 to R+7), although not enough to give a Democratic candidate a reasonable chance of victory. No Democrat in Congress represents a district that has a PVI score that leans this heavily towards the Republican Party. As a result, the $14^{\text {th }}$ is expected to stay squarely in Republican hands.

Geographically, the $14^{\text {th }}$ is a sprawling district that includes three media markets. Traversing the district from its western end in Murphy to its northeastern corner in Stony Fork would take approximately four hours. Perhaps because of the geographic incompatibility, Watauga County has not been in a district with the western end of the state since 1871 —before Graham and Swain counties were even in existence. Adequately representing this massive swath of geography would be difficult for any member of Congress-Republican or Democrat.

Map 18. VTD CCSC for NC-14


## General Assembly District Maps

Unlike the Congressional maps, the North Carolina House and Senate maps are minimally constrained by the Stephenson county clustering rule. This requires that in order to ensure relative population equality, "all counties get assigned to a distinct 'group' or 'cluster,' which can consist of either a single county or a number of adjacent counties. ${ }^{n 24}$ Some districts, therefore, are contained in single district clusters that cannot be altered. For the remaining districts, however, mapmakers may have one or more types of discretion. There were four different groupings of counties where mapmakers were left to choose between more than one optimal cluster in the Senate map (yielding a total of 16 different potential county cluster maps) and three such county groupings in the House map (yielding a total of eight different potential county cluster maps). ${ }^{25}$ And in all clusters where the population allowed for more than one district, the mapmakers had discretion over how to draw lines within the cluster.

In all, the General Assembly district maps benefit the Republican Party.

[^10]
## SDs $13,14,15,16,17$, and 18: Granville and Wake County Cluster

Senate districts $13,14,15,16,17$, and 18 are located in a cluster with Wake and Granville counties. Wake County gave $63.5 \%$ of its two-party vote share to Joe Biden in 2020. Wake County voters also supported the Democratic candidate for every statewide office and there are no Republicans on the Wake County Commission. On the other hand, Granville County is one of the most purple counties in North Carolina, supporting Donald Trump for President and Democrat Roy Cooper for Governor in 2020.

The enacted map packs Democratic VTDs in SDs 14, 15, 16, and 18 (according to the CPI, $\mathrm{D}+24, \mathrm{D}+19, \mathrm{D}+16$, and $\mathrm{D}+15$, with CCSC scores of $\mathrm{D}+93,699, \mathrm{D}+81,915, \mathrm{D}+59,594$, and $\mathrm{D}+68,225$, respectively), creating an artificially competitive SD-17 and SD-13 (both of which have a CPI score of 0 , indicating no lean and a CCSC score of $\mathrm{D}+3,574$ and $\mathrm{R}+3,686$ votes, respectively). SD-13 is created by including all of Granville County and pairing it with Republican VTDs on the northern and northeastern portions of Wake County, avoiding the blue VTDs in North Raleigh, which are left in SD-18 by creating a horn-shaped section that juts up into SD-13.

The second map in this series (Map 20) demonstrates the ways in which the City of Raleigh is strategically divided across four Senate districts.

Map 19. VTD CCSC for the Granville and Wake County Cluster



## SDs 26, 27, and 28: Guilford and Rockingham County Cluster

Senate districts 26, 27, and 28 are located in a county cluster with Rockingham and Guilford counties. Rockingham County leans heavily towards the Republican Party whereas Guilford is among the most Democratic counties in North Carolina. In 2020, Guilford gave $61.7 \%$ of its vote share for President to Joe Biden, the $8^{\text {th }}$ highest in the state. Guilford voters also voted for the Democratic candidate by overwhelming margins in every race decided at the county level in 2020.

The enacted map packs Democrats in SD-27 and SD-28. SD-27 is estimated to be D+12 by the CPI and has a $\mathrm{D}+50,846$ CCSC score; whereas SD-28 is $\mathrm{D}+27$ and has a $\mathrm{D}+104,632$ advantage according to the CCSC. SD-26, on the other hand, includes all of Rockingham County and then extends southwest into Guilford County until it meets the Piedmont Triad International Airport, and east and south until it meets the eastern and southern borders of the county. SD-26's sprawling C-shape allows for a safe Republican ( $\mathrm{R}+11, \mathrm{R}+54,396$ ) district by connecting the northern and southern portions of this cluster together.

Map 21. VTD CCSC for the Guilford and Rockingham County Cluster


## SDs 37, 38, 39, 40, 41, and 42: Iredell and Mecklenburg County Cluster

Senate districts $37,38,39,40,41$, and 42 are located in a grouping that includes Iredell and Mecklenburg counties. Mecklenburg County is the second most populous and among the most Democratic counties in North Carolina. In the 2020 Presidential election, only two other North Carolina counties gave a larger proportion of their two-party vote share to Joe Biden. Every member of Mecklenburg's current state legislative delegation is a Democrat, all nine county commissioners are Democrats, and Democratic candidates received the plurality of the votes in every county-wide contest. It is clearly a Democratic stronghold, and is trending even more so in that direction.

As you can see below, the enacted map packs Democratic voters into SDs 39 and 40; neither includes a single Republican VTD and they are heavily Democratic based on CPI ( $\mathrm{D}+23$ and $\mathrm{D}+33$, respectively) and the CCSC scores ( $\mathrm{D}+71,497$ and $\mathrm{D}+90,354$, respectively). SDs 38 and 42 are also considered "Safe Democratic" seats ( $\mathrm{D}+17, \mathrm{D}+71,597$ and $\mathrm{D}+15, \mathrm{D}+65,179$, respectively). SD-41, however, is considered a "Toss-up" seat ( $\mathrm{D}+1, \mathrm{D}+5,474$ ) and SD-37 is a "Safe Republican" seat ( $\mathrm{R}+13,64,380$ ). By packing Mecklenburg's Democratic voters in SDs 38, 39, 40, and 42, the mapmakers allowed for SD-41, in the south of Mecklenburg County, to be artificially competitive, while still ensuring that SD-37 remains a safely Republican district. SD-37 is also notable because it double-bunks Democrat Natasha Marcus and Republican Vickie Sawyer into the same district; Marcus' home rests approximately one mile from the border with SD-38.

Map 22. VTD CCSC for the Iredell and Mecklenburg County Cluster


## SDs 46 and 49: Buncombe, Burke, and McDowell County Cluster

Senate districts 46 and 49 are located in a county cluster with Buncombe, Burke, and McDowell counties. The map-drawers had considerable discretion here, however, as they could have instead paired Buncombe County with Henderson County, a much more natural fit since northern Henderson County, in particular, has become a bedroom community of Asheville (in Buncombe), and has considerable shared natural interests. Instead, Buncombe is paired with McDowell and Burke counties. It would take someone an hour and 45 minutes to pass from Sandy Mush on the west side this cluster to Hickory on the east side, and would almost certainly necessitate driving through both Senate districts. The enacted map also separates Asheville from the Asheville Watershed.

The effect of this choice is to pack Democratic voters in SD-49 (D+16), leaving the geographically expansive SD-46 to favor the Republican Party ( $\mathrm{R}+13$ ). By pairing Henderson with Polk and Rutherford counties in the cluster to the south, the map also creates a district heavily favored for the Republican Party in that cluster, SD-48. After the maps were enacted, incumbent Republican Chuck Edwards (currently in the Senate district covering Buncombe, Henderson, and Transylvania counties) announced he would be running for Congress and Republican State House Representative Tim Moffitt (whose current House district is in Henderson County) announced he would be running for Edwards' vacated Senate seat.

Map 23. VTD CCSC for the Buncombe, Burke, and McDowell County Cluster


## SDs 19 and 21: Cumberland and Moore County Cluster

Senate districts 19 and 21 are located in a county cluster with Cumberland and Moore counties. The enacted map packs Democratic voters in and around Fayetteville into SD-19, a district that is rated $\mathrm{D}+17$ by the CPI and advantaged the Democratic Party by 64,539 votes in the CCSC. SD-21 is then left to favor the Republican Party by R+9 and 41,391 votes.

As demonstrated in Map 25, the enacted map splits Fayetteville and Hope Mills across two districts and, as Map 24's red-and-blue shading displays, the district boundaries are careful to separate off Democratic voters and VTDs in SD-19 from adjacent Republican VTDs.

Map 24. VTD CCSC for the Cumberland and Moore County Cluster


Map 25. Municipal Splits for the Cumberland and Moore County Cluster


## SDs 31 and 32: Forsyth and Stokes County Cluster

Senate districts 31 and 32 are located in a county cluster with Forsyth and Stokes counties. A few choices created the partisan effects of this cluster. First was the choice of the cluster, itself. The mapmakers had a choice about whether to pair Forsyth with Stokes or with Yadkin to the west. Yadkin has a lower Republican vote advantage per the CCSC. Therefore the decision to pair Forsyth with Stokes, instead, helped tip the scales towards a Republican advantage. The decisions made within the cluster reinforced that advantage.

In a now familiar pattern, the enacted map packs Democratic voters in SD-32 (D+20, $\mathrm{D}+77,058$ ) and leaves the remaining district in the cluster squarely in Republican hands. SD-31 favors the Republican Party by R+11; the CCSC favors the Republican Party by 58,073 votes.

Map 27 displays the strategic split in Winston-Salem with the most Democratic VTDs in that city packed into SD-32 while Republican SD-31 captures the more Republican VTDs on the city's edges.

Map 26. VTD CCSC for the Forsyth and Stokes County Cluster


Map 27. Map of Winston-Salem Municipal Splits


## SDs 1 and 2: Northeastern County Clusters

Senate districts 1 and 2 are located in two adjacent county clusters that contain Bertie, Halifax, Hertford, Northampton, and Warren counties. Many of these counties are among the most racially diverse in the state.

The mapmakers had one consequential choice to make here-the choice of which counties would be included within each cluster (the size of each cluster is such that the clusters can contain only one district, each). The choice of cluster helped tilt the scales in the direction of the Republican Party, as evidenced in Maps 28 and 29 below. If the map-drawers had chosen the alternative county cluster configuration (Map 29), the result would have been much more likely to favor the Democratic Party in one district (with a projected CCSC score of $\mathrm{D}+10,270$ ) and the Republican Party in the other district (with a projected CCSC score of R+49,916). Instead, the enacted map pairs more Republican voters together resulting in two districts that lean towards the Republican Party (SD-1: R+2, R+16,350; SD-2: $\mathrm{R}+4, \mathrm{R}+23,296$ ), despite the competitiveness of most of the VTDs in this cluster.

Map 28. VTD CCSC for the Northeastern County Clusters


Map 29. Potential Northeastern County Clusters That Were Not Selected


## HDs $88,92,98,99,100,101,102,103,104,105,106,107$, and 112: Mecklenburg County Cluster

Mecklenburg County is the home of Charlotte as well as six other municipalities. As noted above, Mecklenburg County is dominated by Democratic voters and is becoming even more so as the county continues to grow in population.

The enacted map places no Republican VTDs in HDs 92, 99, 100, 101, 102, 106, 107, and 112, leaving every Republican-leaning VTD in HDs 88, 103, 104, and 105. This arrangement provides Republican candidates the greatest probability of victory possible in this sea of blue. In particular, HDs 98 and 103 are carved out of the pockets of Republican voters in the north and southeast portions of the county so as to be particularly favorable to Republicans. HD-98 is rated by CPI as $\mathrm{R}+5$ and HD-103 is rated as even, with CCSC scores of $\mathrm{R}+4,359$ and $\mathrm{R}+2,645$, respectively.

Map 30. VTD CCSC for the Mecklenburg County Cluster


## HDs 11, 21, 33, 34, 35, 36, 37, 38, 39, 40, 41, and 49: Wake County Cluster

House districts 11, 21, 33, 34, 35, 36, 37, 38, 39, 40, 41, and 49 are located in the Democratic stronghold of Wake County, which includes Raleigh and 11 other municipalities. As noted above, Wake County gave $63.5 \%$ of its two-party vote share to Joe Biden in 2020 and supported Democratic candidates for every statewide office. There are no Republicans on the county commission.

The enacted map packs Democrats into as few districts as possible, creating contorted districts that, in the case of HDs $11,33,36,38,41$, and 49 , include no Republican VTDs. This leaves HD-37 as a Republican leaning district, which will benefit the Republican candidate Erin Pare, who narrowly defeated a Democrat in the last election. These district boundaries also increase the probability that a Republican can defeat the Democratic incumbent Terence Everitt in HD-35, in the northern portion of Wake County. HD-37 is rated as $\mathrm{R}+3$ by the CPI and has a $\mathrm{R}+6,400$ score; HD-35 is rate as $\mathrm{R}+1$ by the CPI and has a $\mathrm{R}+2,264$ CCSC score.

The partisan effects of small decisions are particularly apparent in the spike that juts up from HD-66 into HD-35, keeping the Democratic VTDs in that spike fenced off from the more Republican-leaning VTDs in HD-35. If the district lines took a slightly different jog here, it would increase the probability of Everitt securing re-election.

As Map 32 indicates, the enacted map also splits a number of cities both large (Raleigh, shaded in light green, split across nine districts; Cary, shaded in pink, split across four districts) and small (Garner, Fuquay-Varina, Apex, Holly Springs, and Morrisville). The district boundaries appear calculated to provide a partisan advantage for Republican candidates rather than adhere to any municipal boundaries.

Map 31. VTD CCSC for the Wake County Cluster


Map 32. Municipal Splits in the Wake County Cluster


## HDs 71, 72, 74, 75, and 91: Forsyth and Stokes County Cluster

House districts 71, 72, 74, 75, and 91 are located in Forsyth and Stokes counties. The enacted map splits Winston-Salem across all five districts in this cluster and packs Democratic voters into HDs 71 and 72 (HD-71 does not include a single Republican VTD), leaving HD-75 and HD-91 almost certain to elect a Republican and HD-74 as a Republican leaning district (with a CPI score of $R+3$ and a CCSC score of $R+7,846$ ).

The splits of Winston-Salem do not make sense without reference to the anticipated voting behavior of the VTDs arranged into each district. For example, HD-91 includes all of Republicanleaning Stokes County, but instead of joining Stokes with a broader expanse of northern Forsyth County to create a more compact district, HD-91 juts down into the center of Winston-Salem, picking up some of the most Democratic VTDs in the cluster (which include Bethabara Moravian Church, Arts Council Theatre, and Mision Hispana VTDs- $43.8 \%$ of the population in the latter VTD identifies as black and $29.5 \%$ identifies as Hispanic), ensuring that Democratic voters in the core of Winston-Salem have essentially no chance at electing a member of their own party, and dividing a major North Carolina city unnecessarily. But this arrangement does allow HD-74, to the west, and HD-75, to the east, to lean in favor of Republican candidates, despite their proximity to the deep pocket of Democratic voters in the city that those districts overlap with on their outer edges.

Map 33. VTD CCSC for the Forsyth and Stokes County Cluster


Map 34. Detail of Winston-Salem Splits


## HDs 57, 58, 59, 60, 61, and 62: Guilford County Cluster

HDs $57,58,59,60,61$, and 62 are all contained within the Democratic stronghold of Guilford County, which contains Greensboro and High Point. As noted above, Guilford County voters have provided Democratic candidates large margins of victory in recent state- and countywide elections.

The enacted map packs Democratic voters into HDs 57, 58, 60, and 61. By studiously avoiding the Democratic leaning VTDs in the center of the county, HD-59 creates a reverse C shape that pieces together the southern and northern VTDs in an arrangement that creates district rated as $\mathrm{R}+2$ by CPI, with a R+4,794 CCSC score. Meanwhile, HD-62 rests on the western edge of the county and includes pieces of both Greensboro and High Point, while avoiding the most Democratic areas of these cities. HD-62 is rated by the CPI as $\mathrm{R}+5$ and has a CCSC score of R+11,030.

The enacted map splits Greensboro across all six districts and splits the city of High Point across two districts and Summerfield across three districts (see Map 36).

Map 35. VTD CCSC for the Guilford County Cluster


Map 36. Municipal Splits in the Guilford County Cluster


## HDs 114, 115, and 116: Buncombe County Cluster

Buncombe County is located in Western North Carolina. It is anchored by Asheville, but also includes five other municipalities-Montreat, Biltmore Forest, Black Mountain, Woodfin, and Weaverville. Due to the Stephenson rule, Buncombe County is a single county cluster that must include three districts. Within the county, however, there were a number of choices the map-drawers had before them.

Buncombe is an overwhelmingly Democratic county and has been trending more Democratic each year. In 2020, $60.7 \%$ of the county's two-party vote share went to Joe Biden, the $10^{\text {th }}$ highest in the state. Buncombe voters voted for the Democratic candidate in every county-wide contest in 2021 and Buncombe's county commission includes only one Republican.

In both the current map and the enacted map, Buncombe County includes HDs 114,115 , and 116. All three districts are currently represented by Democrats, with Susan Fisher in HD-114, John Ager in HD-115, and Brian Turner in HD-116. By shifting the current district lines where the districts meet in Asheville, however, the enacted map packs as many Democrats as possible into HD-114, while HD-115 stays relatively constant in terms of predicted vote share. The C-shaped HD-116 now includes most of the Republican-leaning VTDs in Buncombe, transforming it from a safely Democratic district into a district that leans towards the Republican Party (HD-116 is rated by CPI as $\mathrm{R}+3$ and has a CCSC score of $\mathrm{R}+5,800$ ).

The enacted map also places the pocket of overwhelmingly white voters of Biltmore Forest in the competitive HD-116, while the traditionally African American community of Shiloh to the east is left in HD-115. Soon after the maps were passed, all three Democratic incumbents announced that they would be retiring and not running for office in these newly drawn districts.

Map 37. VTD CCSC for the Buncombe County Cluster


## HDs 8 and 9: Pitt County Cluster

HD 8 and 9 are located in Pitt County, a county that gave $55 \%$ of its vote share to Joe Biden in the 2020 election, making it the $19^{\text {th }}$ most Democratic county in the state according to this metric. The county is currently represented by two Democrats: Kandie Smith in HD-8 and Brian Farkas in HD-9.

By splitting Greenville at a particularly consequential location, the enacted map packs most Democrats in that city into HD-8 and fences them off from two Republican-leaning VTDs in HD-9. This particular division of Greenville makes HD-8 a much safer seat for Democrats and allows for a Republican-leaning district in Farkas' HD-9, which is rated by the CPI as R +3 and has a CCSC score of $R+4,503$. These district boundaries are difficult to explain with reference to communities of interest or natural geography. For example, students in East Carolina University's College of Health and Human Performance would take classes in HD-9, while their residence halls would be in HD-8. Similarly, as students walked from the ECU Hill District to Dowdy-Ficklen Stadium on Saturdays to watch the Pirates, they would be entering not only a sea of purple-clad football fans, but a different House district as well.

Map 38. VTD CCSC for the Pitt County Cluster


Map 39. Municipal Splits in the Pitt County Cluster


## HDs 2, 29, 30, and 31: Durham and Person County Cluster

House districts 2, 29, 30, and 31 are located in a cluster with Durham and Person counties. While Person County leans towards the Republican Party, Durham County is the most Democratic county in the state, by almost any metric. Durham County gave $81.6 \%$ of its two-party vote share to Joe Biden in the 2020 election and voted overwhelmingly for Democratic candidates in every county-wide election.

The enacted map splits the City of Durham across all four districts but packs Democratic voters in HDs 29, 39, and 31; there is not a single Republican or competitive VTD in those districts. Meanwhile, HD-2 grabs all of the less Democratic and more competitive VTDs within Durham County, studiously avoiding the darkest blue VTDs in the northern end of the City of Durham. The result of these district boundaries that pack Democratic voters in the three districts in the south of Durham County is a claw-shaped appendage that allows HD-2 to be as competitive for the Republican Party as possible, giving the Republican incumbent a chance in this largely blue cluster.

Map 40. VTD CCSC for the Durham and Person County Cluster


Map 41. Municipal Splits in the Durham and Person County Cluster


## HDs 4 and 10: Duplin and Wayne County Cluster

House districts 4 and 10 are located in Duplin and Wayne counties, southeast of Wake County. The district boundary that runs through Wayne County ensures that there will be two Republican districts. HD -4 is rated $\mathrm{R}+8$ by the CPI and advantages the Republican Party by 14,079 votes, according to the CCSC. HD-10 is rated $\mathrm{R}+3$ by the CPI, with a $\mathrm{R}+4,951$ CCSC advantage.

Map 42. VTD CCSC for the Duplin and Wayne County Cluster


## HDs 42, 43, 44, and 45: Cumberland County Cluster

Cumberland County is a heavily Democratic county, home to Fayetteville. Cumberland gave $58 \%$ of its two-party vote share to Joe Biden in 2020 and has not given the plurality of its votes for President to a Republican since 2004.

The enacted map creates two extremely competitive districts, HD-43 and HD-45 (with CCSC scores of $\mathrm{D}+1,334$ and $\mathrm{D}+663$, respectively) by splitting the Democratic-leaning City of Fayetteville into all four districts in the cluster. HD-43 picks up the most Republican VTDs in Fayetteville in a pattern that has partisan implications, making that district more competitive for first-term incumbent Republican Diane Wheatley. The district boundaries are also potentially confusing to voters. A citizen driving north on The All American Freeway would, in the span of about 3.5 miles, move from HD-43 to HD-44, then split the border between HD-43 and HD-44, then back into HD-44, form the border between HD-44 and HD-42, then move fully into HD-42. HD-45 includes the Republican and competitive VTDs on the south side of the county and moves into Fayetteville, but narrowly avoids the most Democratic-leaning VTDs in the city.

Map 43. VTD CCSC for the Cumberland County Cluster


## HDs 63 and 63: Alamance County Cluster

Alamance County is located between Guilford and Orange counties and includes the municipalities of Burlington, Graham, Mebane, Elon, Gibsonville, Green Level, Haw River, Ossipee, Swepsonville, and Alamance. The enacted map creates a heavily Republican HD-64 (R+8, $\mathrm{R}+13,572$ ) and a competitive HD-63 ( $\mathrm{D}+1, \mathrm{D}+1,877$ ) that could be challenging for the re-election of Democrat Ricky Hurtado, the only Latino legislator in North Carolina's General Assembly.

The enacted map takes a series of odd jogs around the City of Burlington in which three heavily Democratic VTDs are drawn into the heavily Republican HD-64, thus reducing the influence of those voters and leaving them walled off from HD-63 where they would be more likely to make a difference in the electoral outcome in a close district. This dovetail pattern does not follow municipal boundaries or other traditional communities of interest. At one point, the gap created between HD-63 and HD-64 is a mere three blocks wide.

Map 44. VTD CCSC for the Alamance County Cluster


## HDs 73, 76, 77, 82, and 83: Cabarrus, Davie, Rowan, and Yadkin County Cluster

This cluster is located northeast of Mecklenburg County. While the composition of these counties suggests that Republicans are likely to have an advantage in some of the potential districts in this cluster, the enacted map creates five Republican districts, ranging from a CPI of $\mathrm{R}+3$ and CCSC score of $\mathrm{R}+5,578$ to a CPI of $\mathrm{R}+25$ and CCSC score of $\mathrm{R}+51,128$. HD-82, which includes Concord and Kannapolis and is the most competitive district in the cluster as drawn, conspicuously excludes Democratic VTDs near the northeastern border of Mecklenburg County, which are placed in HDs 83 and 73.

Map 45. VTD CCSC for the Cabarrus, Davie, Rowan, and Yadkin County Cluster


## HDs 17, 18, 19, and 20: Brunswick and New Hanover County Cluster

The Brunswick-New Hanover cluster is located in eastern North Carolina and includes four House districts. Three of the four (HD-17, HD-19, and HD-20) lean towards the Republican Party, while HD-18 ( $\mathrm{D}+11, \mathrm{D}+20,338$ ) packs Democratic voters in and around Wilmington, making the adjacent HD-20 ( $\mathrm{R}+3, \mathrm{R}+7,728$ ) more competitive. The heavily Republican HD-19 also ensnares a Democratic-leaning VTD south of Wilmington, which keeps that VTD out of competitive HD-20.

Map 46. VTD CCSC for the Brunswick and New Hanover County Cluster


## Conclusion

After analyzing the characteristics of all three maps as a whole, as well as the characteristics of each district in isolation, it is clear that the enacted maps will increase the number of Republicans in Congress and in the General Assembly, while decreasing the number of Democrats. Democratic voters in the vast majority of the congressional districts will have no chance at representation from a member of their own party and Republican voters in the congressional districts that pack Democrats will have no chance of representation from a member of their own party. Democratic voters are similarly disadvantaged in the Senate and House county clusters addressed above. This is not a result of natural packing or geographic clustering, but rather because the map-makers drew district lines in ways that, taken together, benefit the Republican Party. Not only do the enacted maps artificially create a substantial partisan advantage for which there is no apparent explanation other than gerrymandering, but the enacted maps also unnecessarily split communities of interest and will alter representational linkages in ways that, in some cases, have never been seen in North Carolina's history.
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## Attachment A

# Christopher A. Cooper 

## Education

Ph.D., University of Tennessee, Political Science (2002)
M.A., University of Tennessee, Political Science (1999)
B.A., Winthrop University, Political Science and Sociology (1997)

## Academic Positions

Madison Distinguished Professor (July 2019-Present)
Professor of Political Science and Public Affairs, Western Carolina University (2014-Present)
Associate Professor of Political Science and Public Affairs, Western Carolina University (2008-2014)
Associate Professor of Psychology (by Courtesy), Western Carolina University (2011-present)
Faculty Fellow, Institute for the Economy and the Future Western Carolina University (2002-2006)
Assistant Professor of Political Science and Public Affairs, Western Carolina University (2002-2008)

## Administrative Positions

Director, Public Policy Institute, Western Carolina University (July 2008-July 2011; July 2021-present)
Department Head, Department of Political Science and Public Affairs, Western Carolina University (July 2012-July 2021; Interim from July 2011-June 2012)

Director, Master of Public Affairs (M.P.A.) Program, Western Carolina University (2005-2010)

## International Teaching

Guest Lecturer, Ludwigsburg University of Education, Ludwigsburg, Germany (May, 2018)
Guest Lecturer, Middelburg Center for Transatlantic Studies, Middelburg, the Netherlands (December, 2009; June 2012)

## AWARDS

North Carolina Professor of the Year, Carnegie Foundation for the Advancement of Teaching (2013)
Board of Governors Teaching Award, WCU (2013)
University Scholar, WCU (2011)
Chancellor's Award for Engaged Teaching, WCU (2007)

Teaching-Research Award, WCU (2006)
Outstanding Achievement-Teaching, Service Learning Department (2005)
Oral Parks Award for the best faculty paper presented at the 2003 meeting of the North Carolina Political Science Association.

Artinian Professional Development Grant, Southern Political Science Association (2004; 2006)
Provost's Citation for Extraordinary Professional Promise, University of Tennessee (2002)

## Additional Training

Social Network Analysis course through the Inter-university Consortium for Political and Social Research, Chapel Hill, NC (2010)

Spit Camp, Salimetrics, Inc, State College, PA (2010)
Deliberative Polling Institute, Stanford University (2008)
Hierarchical Linear Model course through the Inter-university Consortium for Political and Social Research, Amherst, MA (2005)

Summer Institute in Experimental Methods, Yale University (2003)
CATI and Ci3 training (2003)
Summer Institute in Political Psychology, Ohio State University (1999)
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Cooper, Christopher A. Whittney Bridges\#, and David M. McCord. 2017. "Personality and the Teaching of Public Administration: A Case for the Big Five." Journal of Public Affairs Education. 23: 677690.

Cooper, Christopher A., H. Gibbs Knotts, and Jordan Ragusa. 2016. "The Constrained Governor? Gubernatorial Decision-Making on U.S. Senate Appointments." Political Research Quarterly. 69: 482-494.
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Cooper, Christopher A., and H. Gibbs Knotts. 2014. "Partisan Composition in Southern State Legislatures." Southern Cultures. 20: 75-89.
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Cooper, Christopher A., H. Gibbs Knotts, and Kathleen Brennan. 2008. "Trust in Government, Citizen Competence, and Public Opinion on Zoning." Public Administration Review. 68(3): 459-468.
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Cooper, Christopher A. 2008. "The People's Branch: The North Carolina State Legislature." In The New Politics of the Old North State, ed. Christopher A. Cooper, and H. Gibbs Knotts. Chapel Hill: UNC Press.
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Cooper, Christopher A., and H. Gibbs Knotts. "Let the Veepstakes Begin." Asheville Citizen Times. June 24, 2012.

Cooper, Christopher A., and H. Gibbs Knotts. "Thought the Election was Over? Get Ready for the Runoff." Asheville Citizen Times. May 27, 2012.

Cooper, Christopher A., and H. Gibbs Knotts. "A Closer Look at Same Sex Marriage Amendments." Asheville Citizen Times. April 27, 2012.

Cooper, Christopher A., and H. Gibbs Knotts. "Examining the Impact of Voter Mobilization in 2012." Asheville Citizen Times. March 25, 2012.

Cooper, Christopher A., and H. Gibbs Knotts. "With No Incumbent, What Makes a Favorite?" Asheville Citizen-Times. February 26, 2012.

Cooper, Christopher A., and H. Gibbs Knotts. "Primary Elections About More Than Winners and Losers." Asbeville Citizen-Times. January 27, 2012.

Cooper, Christopher A., and H. Gibbs Knotts. "Occupy, Tea Party to Help Define 2012 Politics." Asheville Citizen-Times. December 21, 2011.

Cooper, Christopher A. and H. Gibbs Knotts. "What to Look for in the 2012 Election Season." Asheville Citizen Times. November 25, 2011.

Cooper, Christopher A. and H. Gibbs Knotts. "What do Business Names Say About Asheville?" Asheville Citizen Times. August 21, 2011.

Cooper, Christopher A. and H. Gibbs Knotts. "Redistricting 101: An FAQ on a Current Political Issue." Asheville Citizen Times. July 17, 2011.

Cooper, Christopher A., and H. Gibbs Knotts. "Be Skeptical of Both Sides in Debate Over N.C. Voter ID Law." Cbarlotte Observer. January 13, 2011.

Cooper, Christopher A., and H. Gibbs Knotts. "County Seats: the GOPs Rise to Parity." Raleigh News and Observer. December 8, 2010.

Cooper, Christopher A. "Reflections on the 'Far-Left Leanings' of the $11^{\text {th }}$ Congressional District." Asheville Citizen Times. November 11, 2010.

Cooper, Christopher A., and H. Gibbs Knotts. "Conservative Democrats, Endangered Species and Rep. Heath Shuler." Smoky Mountain News. July 14, 2010.

Cooper, Christopher A., and H. Gibbs Knotts. "Local Government Doesn't Fare Well in Poll." Smoky Mountain News. July 14, 2010.

Cooper, Christopher A., and H. Gibbs Knotts. "Tea Party Catches on, but Impact on Election Still Hard to Gauge." Smoky Mountain News. July 14, 2010.

Cooper, Christopher A., and H. Gibbs Knotts. "Assessing the Tea Party Nationally and Locally." Asheville Citizen Times. March 2, 2010.

Cooper, Christopher A., and H. Gibbs Knotts. "Look for Opportunities in the Public Arena." Asheville Citizen-Times. June 5, 2009.

Cooper, Christopher A., and Thaddeus Huff". "Future NC Leaders Get Valuable Learning Experience." Asheville Citizen-Times. May 15, 2009.

Cooper, Christopher A., and H. Gibbs Knotts. "Listening for the Voice of the People." Durbam Herald-Sun. April 12, 2009.

Cooper, Christopher A., and H. Gibbs Knotts. "Here We Go Again—the 'Z' Word Returns." Asheville Citizen Times. April 8, 2009.

Cooper, Christopher A. "Shadowboxing Great for Sports TV, But Bad For Democracy." Atlanta Journal-Constitution. November 20, 2008.
[Reprinted in the Asbeville Citizen Times. November 20, 2008.]
Cooper, Christopher A., and H. Gibbs Knotts. "Making Sense of This Historic 2008 Election." Asheville Citizen Times. November 9, 2008.

Cooper, Christopher A., and H. Gibbs Knotts "Survey Reveals Where WCU Students Stand in Presidential Race." Asheville Citizen Times. November 2, 2008.

Cooper, Christopher A., and H. Gibbs Knotts. "The State of Politics on NC Campuses." Cbarlotteobserver.com. November 1, 2008.

Cooper, Christopher A., and H. Gibbs Knotts. "Can Obama Pull off an Upset in the South?" Asheville Citizen-Times. October 19, 2008.

Cooper, Christopher, and Gibbs Knotts. "Candidates' Campaign Schedules Finely Tuned." Asheville Citizen-Times. September 7, 2008.

Cooper, Christopher, and Gibbs Knotts. "Voters: It's Healthy to Challenge Your Biases." Asheville Citizen-Times. July 27, 2008.

Cooper, Christopher A., and H. Gibbs Knotts. "Much Ado About Something: Vice-Presidential Selection in the 2008 Election." Asheville Citizen-Times. June 15, 2008.

Knotts, H. Gibbs, Christopher Cooper and Jewel Counts". "Democratic Party's Process Undemocratic." Charlotte Observer. May 23, 2008.

Cooper, Christopher A., and H. Gibbs Knotts. "Political Mudslinging has a Long History in our Democracy." Asheville Citizen-Times. May 4, 2008.

Cooper, Christopher A., and H. Gibbs Knotts. "Race, Gender Intrude on Democratic Race." Asheville Citizen-Times. March 30, 2008.

Cooper, Christopher A., and H. Gibbs Knotts. "Turnout Tsunami." Asheville Citizen-Times. February 17, 2008.

Cooper, Christopher A., and H. Gibbs Knotts. "The Field Narrows." Asheville Citizen-Times. January 13, 2008.

Cooper, Christopher A., and H. Gibbs Knotts. "Tar Heels Need to Become More Aware of State Politics." Asheville Citizen-Times. April 8, 2007.

Cooper, Christopher A., and Niall Michelsen. "College Education Must Play a Role in Teaching Civic Responsibility." Asheville Citizen-Times. October 13, 2006.

Cooper, Christopher A., and H. Gibbs Knotts. "People Across the Nation Divided on Confederate Flag." The Greenville (SC) News. August 10, 2006.

Brennan, Kathleen, and Christopher A. Cooper. "WNC Natives and in-migrants Have More Common Values Than They know." Asheville Citizen-Times. December 12, 2004.

Cooper, Christopher A. "Opinion Polls, While not Perfect, Give Voice to the Public." Asheville Citizen-Times. October 20, 2004.

Cooper, Christopher A. "Kerry's choice of Edwards Unlikely to Have Large Impact on Election Outcomes." Asheville Citizen-Times. July 21, 2004.

Cooper, Christopher A. "A Money Spinner for the West." Raleigh News and Observer. July 1, 2004.
Cooper, Christopher A. "How to Increase Voter Turnout." Cbarlotte Observer. June 24, 2004.
[Reprinted in the Smoky Mountain News.]
Cooper, Christopher A. "Trust in Government Declining, From City Hall to White House." Asheville Citizen-Times. June 13, 2004.

## Other Publications [8]

Cooper, Christopher A., and H. Gibbs Knotts. 2020. "Tips for Talking with the Media." The Department Cbair. 31(2): 10-11. (editor reviewed)

Cooper, Christopher A. 2020. "Back to Basics: Cultivating Community Among Faculty." The Department Chair 30(4): 3-4. (editor reviewed)

Cooper, Christopher A. 2020. Review of The Rise and Fall of the Branchhead Boys: North Carolina's Scott Family and the Era of Progressive Politics. North Carolina Historical Review.

Collins, Todd A., and Christopher A. Cooper. 2011. "The Case Salience Index: A Potential New Measure of Legal Salience." Law and Courts Newsletter 21: 5-7. (editor reviewed)

Cooper, Christopher A. 2010. Instructor's Manual for State and Politics: Institutions and Reform, Second Edition., by Todd Donovan, Christopher Mooney and Daniel Smith. Wadsworth Publishing.

Collins, Todd A., Christopher A. Cooper, and H. Gibbs Knotts. 2008. "Picturing Political Science." PS: Political Science and Politics, 42: 365. (editor reviewed)

Cooper, Christopher A. 2008. Instructor's Manual for State and Politics: Institutions and Reform, by Todd Donovan, Christopher Mooney and Daniel Smith. Wadsworth Publishing.

Cooper, Christopher A. 2006. Review of Bringing Representation Home: State Legislators Among Their Constituencies, by Michael A. Smith. Perspectives on Politics 2: 603-604.

## Conference Presentations

*Virtual
"The Rise of the Unaffiliated Voter in North Carolina." Presented at the State of the Parties 2020 and Beyond Virtual Conference. Ray C. Bliss Institute for Applied Politics, University of Akron. November, 2021 (with J. Michael Bitzer, Whitney Ross Manzo, and Susan Roberts).*
"Redistricting in North Carolina." Panel Discussion at Redistricting and American Democracy Conference. Sanford School, Duke University. September, 2021.
"Is The Appalachian Voter Distinct?" Poster Presented at the Appalachian Studies Association. March, 2021.*
"Innumeracy and State Legislative Salaries." Presented at the North Carolina Political Science Association. February, 2021.*
"Roundtable: North Carolina and the 2020 Election." North Carolina Political Science Association. February 2021.*
"The Southern Voter." Presented at the Citadel Symposium on Southern Politics. March, 2020 (with Scott H. Huffmon, H. Gibbs Knotts, and Seth McKee).
"Cooper, Christopher A., Scott Huffmon, and, H. Gibbs Knotts. "The Politics of Southern Identity" Presented at the Biennial Meeting of the Southern Studies Forum. Odense, Denmark. April, 2019
"Heritage v. Hate: Assessing Opinions in Debate Over Confederate Monuments and Memorials." Presented at the Annual Meeting of the South Carolina Political Science Association. February, 2019 (with Scott H. Huffmon, H. Gibbs Knotts, and Seth McKee).
"Still Fighting the Civil War? Southern Opinions on the Confederate Legacy?" Presented at the Biennial Meeting of the Citadel Symposium on Southern Politics. March, 2018 (with M.V. Hood III, Scott H. Huffmon, Quentin Kidd, H. Gibbs Knotts, and Seth C. McKee).
"Leaving the (Political) Party in the South: Unaffiliated Voters and the Future of the Southern Electorate." Presented at the Auburn University Montgomery Southern Studies Conference. February, 2018.
"The Resilience of Southern Identity." Presented at the Biennial Meeting of the Southern American Studies Association. March, 2017 (with H. Gibbs Knotts).
"The Five Factor Model, Public Service Motivation, and Person-Organization Fit." Presented at the Northeastern Conference for Public Administration. Harrisburg, PA. November, 2016.
"Furling the Flag: Examining the Legislative Vote to Remove the Confederate Flag from the Statehouse Grounds in South Carolina." Presented at the Citadel Symposium on Southern Politics. March, 2016 (with Latasha Chaffin and H. Gibbs Knotts).

[^12]Kaysing, Nicole, Erin Leonard, Adam Keath, Justin Menickelli and Christopher A. Cooper.
"Perceived Sexual Orientation of Women in Sports and Non-Sport Contexts. 2015 SHAPE America National Convention and Expo. Seattle, WA March, 2015.

Menickelli, Justin, Maridy Trom, Tom Watterson, Christopher A. Cooper and Dan Grube. "Activity Monitor Accuracy in Assessing Caloric Expenditures in Obese Adults." 2015 SHAPE America National Convention and Expo. Seattle, WA March, 2015.
"The Resilience of Southern Identity." Presented at the AUM Southern Studies Conference 2015. February 2015 (with Gibbs Knotts).
"Personality and Nonprofit Management." Presented at the Northeastern Conference on Public Administration. October, 2014.
"What Do Wilbur Zelinsky and the Beatles Have in Common?" Presented at the Annual Meeting of the Association of American Geographers. Tampa, FL. April 2014 (with Gibbs Knotts)
"Blue Beacon in the South, or the New South Carolina? North Carolina Politics in the $21^{\text {st }}$ Century" Presented at the Citadel Symposium on Southern Politics. Charleston, SC. February, 2014 (with Gibbs Knotts)
"A 'Court' of Public Opinion Influence on Judicial Decision-Making in the U.S. Supreme Court." Presented at the Public Choice Society Conference. March, 2014 (with Todd Collins).
"Appointed Senators: Treadmill to Oblivion or Stairway to Success?" Presented at the Southern Political Science Association. Orlando, FL. January, 2014 (with Gibbs Knotts)
"Unpacking Southern Identity." Presented at the Southern American Studies Association Meeting. Charleston, SC. February, 2013 (with Gibbs Knotts)
"Southern Identity Revisited." Presented at the Southern Political Science Association. Orlando, FL. January, 2013 (with Gibbs Knotts)
"Reassessing Case Salience." To be presented at the American Political Science Association. New Orleans, LA. August, 2012 (with Todd Collins). [Conference was cancelled due to Hurricane]
"The Southern Focus Poll Revisited." Presented at the Citadel Symposium on Southern Politics. Charleston, SC. February, 2012 (with Gibbs Knotts).

Menickelli, J., Smith, J., Claxton, D, Troy, M., Cooper, C., \& Grube, D. (2012, March). Validity of the Walk4Life MVP Pedometer for Measuring Steps and Moderate-to-Vigorous Physical Activity. Presented at the AAHPERD Convention, Boston.

Menickelli, J., Tuten, C., Cooper, C., Grube, D., Claxton, D., Barney, D. \& Lyksett, J. (2012, March). Disc Golf and Walking Benefits: A Pedometer-Based Exercise Assessment. Presented at the AAHPERD Convention, Boston.
"In Search of Meaning in Southern And Dixie Business Names." Presented at the Annual Meeting of the North Carolina Political Science Association. Charlotte, NC. February, 2011 (with Gibbs Knotts and Hope Alwine\#).
"Media Coverage of the Burger Court." Presented at Southern Political Science Association. New Orleans, LA. January, 2011 (with Todd A. Collins).
"Measuring Legal Salience." Presented at the Annual Meeting of the Midwest Political Science Association. Chicago, IL. April, 2010 (with Todd A. Collins).
"Love 'Em or Hate 'Em: Opinions of Southerners between 1964 and 2008." Presented at the Citadel Symposium on Southern Politics, March, 2010 (with Gibbs Knotts).
"The Geography of Social Identity in Appalachia." Presented at the Annual Meeting of the North Carolina Political Science Association. Durham, NC. February, 2010 (with Gibbs Knotts and Katy Elders).

[^13]"Overlapping Identifies: Investigating the Causes and Consequences of Social Identify in the South." Presented at the Citadel Symposium on Southern Politics, March, 2008 (with Gibbs Knotts, presenter).
"The Importance of Voter Files for State Politics Research." Presented at the Annual Meeting of the Southern Political Science Association. New Orleans, LA. January, 2008 (with Gibbs Knotts and Moshe Haspel).
"Beyond Racial Threat." Presented at the Annual Meeting of the American Political Science Association. Chicago, IL. September, 2007 (with Gibbs Knotts and Moshe Haspel).
"News Media and the State Policy Process: Perspectives from Legislators and Political Professionals." Presented at the $7^{\text {th }}$ Annual Conference on State Politics and Policy. Austin, TX. February, 2007 (with Martin Johnson).
"Politics and the Press Corps: Reporters, State Legislative Institutions and Context." Presented at the Annual Meeting of the American Political Science Association. Philadelphia, PA. August, 2006 (with Martin Johnson).
"Politics and the Press Corps: Reporters, State Legislative Institutions and Context." Presented at the $6^{\text {th }}$ Annual Conference on State Politics and Policy. Lubbock, TX. May, 2006 (with Lilliard Richardson).
"The Impact of Multi-Member Districts on Descriptive Representation in U.S. State Legislatures, 1975-2002." Presented at the $6^{\text {th }}$ Annual Conference on State Politics and Policy. Lubbock, TX. May, 2006 (with Lilliard Richardson).
"Trust in Government, Citizen Competence and Public Opinion on Zoning." Paper presented at the Annual Meeting of the North Carolina Political Science Association. High Point, NC. March, 2006 (with Gibbs Knotts and Kathleen Brennan).
"Casework in U.S. State Legislatures." Presented at the Annual Meeting of the Southern Political Science Association. Atlanta, GA. January, 2006 (with Lilliard Richardson).
"Voice of the People: Letters to the Editor in America's Newspapers." Presented at the Annual Meeting of the American Political Science Association. Washington, DC. August, 2005 (with H. Gibbs Knotts).
"Newsgathering in America's Statehouses." Presented at the $5^{\text {th }}$ Annual Conference on State Politics and Policy. East Lansing, MI. May, 2005 (with Martin Johnson).
"Media Coverage of Scandal and Declining Trust in Government: An Experimental Analysis of 9/11 Commission Testimony." Presented at the Annual Meeting of the Midwest Political Science Association. Chicago, IL. April, 2005 (with Anthony Nownes).
"Beyond Dixie: Race, Region, and Support for the South Carolina Confederate Flag." Presented at the Annual Meeting of the North Carolina Political Science Association. Pembroke, NC. March, 2005 (with H. Gibbs Knotts).
"Media Bias and American Statehouse Reporting." Presented at the Annual Meeting of the Southern Political Science Association. New Orleans, LA. January, 2005 (with Martin Johnson).
"The Impact of Institutional Design on State Legislative Representation." Presented at the $4^{\text {th }}$ Annual Conference on State Politics and Policy. Kent, OH. April, 2004 (with Lilliard Richardson).
"Defining Dixie: Searching for a Better Measure of the Modern Political South." Presented at the 2004 Citadel Symposium on Southern Politics. March, 2004 (with H. Gibbs Knotts). [Also presented at the Annual Meeting of the North Carolina Political Science Association. Elon University. March, 2004.]
"Negotiating Newsworthiness: Organized Interests and Journalists in the States." Presented at the Annual Meeting of the Southern Political Science Association. New Orleans, LA. January, 2004 (with Anthony J. Nownes).
"State Legislators in the Internet Age." Presented at the Annual Meeting of the American Political Science Association. Philadelphia, PA. August, 2003. (with Lilliard Richardson).
"Descriptive Representation in Multi-Member Districts, 1975-2002." Presented at the Annual Meeting of the Midwest Political Science Association. Chicago, IL. April, 2003 (with Lilliard Richardson).
"The Consequences of Multi-Member Districts in the State Legislature." Presented at the $3^{\text {rd }}$ Annual Meeting of the Conference on State Politics and Policy. Tucson, AZ. March, 2003 (with Lilliard Richardson).
"I Learned it From Jay Leno: Entertainment Media in the 2000 Election." Presented at the Annual Meeting of the South Carolina Political Science Association. Rock Hill, SC. February 2003 (with Mandi Bates). Also presented at the Annual Meeting of the North Carolina Political Science Association. Elon, NC.
"Do Advertorials Work?" Presented at the Annual Meeting of the Southern Political Science Association. Savannah, GA. November 2002 (with Anthony Nownes).
"Legislative Representation in the Face of Direct Democracy." Presented at the $2^{\text {nd }}$ Annual Conference on State Politics and Policy. Milwaukee, WI. May, 2002 (with Lilliard E. Richardson).
"Local Citizen Groups." Presented at the Annual Meeting of the Western Political Science Association. Long Beach, CA. March 2002 (with Anthony J. Nownes).
"Internet Use in the State Legislature." Presented at the Annual Meeting of the Western Political Science Association. Las Vegas, NV. March, 2001.
"Media Consumption in the State Legislature." Presented at the Annual Meeting of the Western Political Science Association. Las Vegas, NV. March 2001.
"Media and the State Legislature." Presented at the Annual Meeting of the American Political Science Association. Washington, DC. September, 2000.
"Depictions of Public Service in Children's Literature." Presented at the Annual Meeting of the International Society for Political Psychology. Seattle, WA (with Marc Schwerdt). July, 2000.
"Former State Legislators in the U.S. Congress During the 1990's." Presented at the Annual Meeting of the Southern Political Science Association. Atlanta, GA. (with Lilliard E. Richardson). August, 1999.

## Invited Talks and Community Speaking Engagements *Virtual

"State and Local Government in NC," Leadership Asheville. December, 2021.
"The Resilience of Southern Identity." West Forum, Winthrop University. November, 2021 (with Gibbs Knotts).
"Running Elections in NC—an Insider's Perspective." Panel for Carolina Public Press. November, 2021.*
"North Carolina Politics Primer." Presented to Leadership Asheville Seniors. November, 2021.*
Co-host and Co-Moderator for Sylva Town Commission Debate. October, 2021*
"Redistricting." Presented to Politica. October, 2021*
"The Swain County Electorate." Presented to Indivisible, Swain County.*
"The Jackson County Electorate." Presented to the Jackson County NC Democratic Women.
"Introduction to North Carolina Government." Presented at the Science Policy Bootcamp and NC STEM Policy Fellowship Orientation. Sigma Chi.* June, 2021.
"The Landscape of North Carolina Politics." Presented to the NC League of Municipalities Conference, April, 2021.*
"Politics 2021" Presented to the Hendersonville Rotary. February, 2021.*
"Election Recap." Presented to NC Association of City and County Managers." February, 2021.*
"State and Local Government in North Carolina." Presented to Leadership Asheville, January 2021.*
"Election 2020: In the Rear View Mirror." Presented to Leadership Asheville Foundation. November, 2020.*
"Election 2020: In the Rear View Mirror." Presented to Sylva Rotary. November, 2020.*
"Election 2020." Presented to Leadership Asheville Seniors. October, 2020.*
"North Carolina Politics." Presented to University of Chicago Harris School Alumni Association. October 2020. *
"Election Data." Guest Lecture for Gerry Cohen's Election Law Class at the Duke University Sanford School of Public Policy. October, 2020. *
"Election 2020." City of Burlington, NC. October 2020. *
"Election 2020" Haywood Sunrise Rotary Club. October, 2020. *
Election 2020 from the Bottom Up." Asheville Chamber of Commerce Executive Committee. September 2020. *
"Election 2020." Policy on Tap. Asheville Chamber of Commerce. September 2020.
"North Carolina Elections 2020." Folkmoot. Waynesville, NC. September, 2020. *
"Measuring, Mapping and Interpreting Southern Identity." Guest Lecture for Derek Alderman's
Geography of the South class. University of Tennessee, Knoxville. *
"Thoughts on Election 2020." Leadership Asheville Buzz Breakfast. August, 2020). *
"Local, Regional, and State Political Climate." Asheville Rotary Club. July, *
"Political Polarization: Causes and Consequences." Givens Estate. May, 2020; *
"Gerrymandering." Hinton Rural Life Center. February, 2020.
"Elections 2020." Hendersonville Rotary Club.
Moderator, $11^{\text {th }}$ Congressional District Democratic Forum. Jackson County Library. February, 2020.
"State and Local Elections 2020." Presented at the Leadership Asheville Foundation. January, 2020.
"North Carolina Redistricting." Presented at the Asheville Chamber of Commerce. December, 2019.
"State and Local Government." Presented at Leadership Asheville. December, 2019.
"Politics 2020." Roundable on NC Spin (UNC-TV)
"A User's Guide to the 2020 Election." Presented at Life@WCU (two presentations). November, 2019.
"The Resilience of Southern Identity." Presented at Clemson University's Osher Lifelong Learning Institute. (with Gibbs Knotts). November 8, 2019.
"The Resilience of Southern Identity." Presented at the West Forum, Winthrop University. November, 2018.
"2018 Elections." Presented to the Foundation Board of Blue Ridge Public Radio. November, 2018. "2018 Elections." Roundtable on NC Spin (UNC-TV).
"The Future of the Two-Party System." Presented at Leadership Asheville Foundation. October, 2018
"The 2018 Election" Presented at the Beth HaTePhelia Congregation Brotherhood Luncheon.
October, 2018
"The 2018 Constitutional Amendments." Presented at the Cathedral of All Souls. Asheville, NC. October, 2018.
"Elections and North Carolina Politics in 2018." Presented at the NC Local Government Budget Officers Association Annual Summer Meeting. Atlantic Beach, NC. July 2018.
"State and Local Government in North Carolina." Leadership Asheville. December, 2018.
"Politics 2017." Presented at Life@WCU (two presentations). November, 2018.
Moderated $11^{\text {th }}$ Congressional District Democratic Primary Debate. Canton, NC. April, 2018.
"The Resilience of Southern Identity." Madstone Café and Books. September, 2017.
Moderated Asheville City Council Debate. Givens Estate. August, 2017.
"Politics in Western North Carolina." Presented at the Hinton Rural Life Center. June, 2017.
"Redistricting." Presented at the FairVote Forum, Haywood Community College. June, 2017.
"Redistricting." Presented to the Asheville Chamber of Commerce. May, 2017.
"Man is, by Nature, a Political Animal." Presented at the Science Café. Sylva, NC. March, 2017.
"State of State Politics." Presented to Leadership Asheville Foundation Luncheon. March, 2017.
"Raising Your Voice: Contacting Your Representatives in a Polarized Age." Presented at the Haywood County Library. March, 2017.
"Politics 2017." Presented to the NC City/County Manager's Association in Durham, NC. February 2017.
"Election 2016." Presented at the WCU Alumni Association Meeting in Charlotte, NC. October, 2016.

Speaker and Moderator for Buncombe County Commissioner Debate. October, 2016.
"Election 2016." Presented at the WCU Alumni Association Meeting in Atlanta, NC. October, 2016.
"Election 2016." Presented at the South Asheville Rotary Club. October, 2016.
"Election 2016." Presented at the Buncombe County Rotary Club. October, 2016.
"Election 2016." Presented at the Sylva Rotary Club. October, 2016.
"Election 2016." Presented at Beth Hatephelia Brotherhood Lunch. October, 2016.
"Politics 2016." Presented at Life@WCU. Cullowhee and Asheville. October 2016.
"Political Polarization." Presented to the Buncombe County League of Women Voters. June 2016.
"Congress Today." Presented at Life@WCU. Cullowhee, and Asheville. November, 2015.
"Politics 2015." Presented at the Highlands Leadership Series. Highlands, NC. July, 2015.
"Politics in North Carolina." Presentation to the Nonprofit Pathways Policy Conference. January, 2015.
"Polarization in Politics." Presented at the Givens Estate, Asheville, NC. June 2015.
"Politics Today in North Carolina." Presented at Leadership Asheville. Asheville, NC. February, 2015.
"North Carolina For Nonprofits." Presented at the Nonprofit Pathways Public Policy Briefing. January 2015.
"Regional Outlook Report." Presented at Lead WNC, Cullowhee, NC. November, 2014.
"North Carolina Politics." Presented at Leadership Asheville, Asheville, NC. November, 2014.
"Election 2014." Presented at Beth Hatephelia Synagogue. Asheville, NC. October 2014.
"Electoral Politics in the United States." Presented to the Finance Directors for America's Motor Speedways. October, 2013.
"The Current State of American Civics." $2^{\text {nd }}$ Annual Social Work Conference: Citizenship and Civility: Working Together for Practical Advocacy in a Polarized Era. May, 2013.
"Election 2012." Presented at Sylva Rotary Club. Sylva, NC, October, 2012.
"Election 2012." Presented at Leadership Asheville. Asheville, NC, October, 2012.
"Election 2012." Keynote address to the Motor Speedway Finance Officers. September, 2012.
"Election 2012 in North Carolina." Keynote address to the North Carolina Association of Electrical Cooperatives. September, 2012.
"Election 2012." Keynote address to the North Carolina City/County Manager's Association Summer Meeting. June, 2012.
"What Do The Data Tell Us About Hunger?" Presented at Leadership Asheville. Asheville NC, April, 2012.
"Public Opinion on Second Home Development." Presented at the Symposium on Second Home Development. Asheville, NC April, 2011.
"North Carolina Politics" (with Gibbs Knotts). Presented to the Association of North Carolina Budget Officers. Grove Park Inn, Asheville, NC. 2010.
"Engaged Scholarship and the Public Policy Institute." Presented to the Morehead State Leadership Institute, 2009.
"Progressivism in North Carolina Politics" (with Gibbs Knotts). Presented at the John Locke Foundation. Raleigh, NC, June, 2008.
"Political Change in Western North Carolina." Presented at the Economic Forecast Forum, sponsored by the NC Association of Bankers and the NC Chamber of Commerce. Raleigh, NC, January, 2008.
"Multi-Member Districts." Electoral Reform: 2006 and Beyond Conference. Columbus, OH, January, 2007.
"Rhetoric on Representation." University of California, Riverside, November, 2006.
"The Importance of Undergraduate Research." Presentation to the Winthrop University Undergraduate Research Expo. February, 2006.
"Perspectives on Economic Development Research." Presentation to Business Librarians in North Carolina. August, 2005.
"The Importance of a Political Science Education." Presentation to Winthrop University Pi Sigma Alpha Chapter Keynote speaker, Pi Sigma Alpha initiation, Winthrop University, February 2003.

## Contracts and Grants

"Policymaking in the Shadows: Collaborative Governance, University Governing Boards and the New Politics of Higher Education." Graduate School and Research. \$5000.
"Opt-In Survey." 2013. \$8,896.
"Public Opinion on the Town Square Property in Black Mountain, NC." 2010. \$6,000.
"French Broad River Congestion Management Plan." 2010. Subcontract from The Louis Berger Group. \$5000.
"Evaluating Health Risk in Yancey County Schools." 2010. \$500.
"Know Your Region." A Contract with the US Economic Development Administration. 2009. CoPI with John Hensley. \$50,000.
"American Youth Congress." 2009. NC Civic Education Consortium/Z Smith Reynolds. \$6000.
"Voter Education Initiative." 2008. NC Campus Compact. \$500.
"Citizen Satisfaction in Buncombe County." 2007. \$16,577.
"Evaluating Health Risk in Yancey County Schools." 2007. \$500.
"Regional Outlook Report." 2007. Internal Contract with the Institute for the Economy and the Future. \$6,500.

WCU Summer Research Fellowship. 2007. \$1500.

Co-Principal Investigator (with H. Gibbs Knotts). Sponsored contract with the city of Asheville, NC to consult about the design of a citizen satisfaction survey. $\$ 3,000$.

WCU Summer Research Grant, 2001. \$5000.
Yates Dissertation Fellowship, UTK, 2001. \$5000.
Undergraduate Education Improvement Grant, UTK Department of Political Science, 2001. \$1000.
Dissertation Fellowship, UTK Department of Political Science, 2001. \$700.

## TEACHING

## Courses Taught

Election Administration (Graduate)
State and Local Governance (Graduate)
Political Analysis (Undergraduate)
State and Local Government (Undergraduate, Traditional and Distance Education)
Political Parties, Campaigns and Elections (Undergraduate)
Research Methods for Public Affairs (Graduate)
Southern Politics (Undergraduate)
Public Policy Analysis (Graduate)
Public Affairs Capstone Experience (Graduate)
Public Affairs Administration (Graduate)
Simulation in American Politics (Undergraduate)
Election 2012 (Undergraduate)
Interdisciplinary Approaches to the Study of Politics (Undergraduate, Freshman Seminar)
Introduction to American Government (Undergraduate)
Mass Media and American Politics (Undergraduate)
Civic Engagement (Undergraduate)
The University Experience (Undergraduate)
Advanced Writing in Political Science (Undergraduate)
Public Administration (Undergraduate)
Internship in Political Science (Undergraduate)
Co-op in Political Science (Undergraduate)
MPA Internship Experience (Graduate)
Metropolitan Government (Graduate)
Capstone in Public Affairs (Graduate)
A variety of independent studies on state politics and elections

## Thesis \& Dissertation Committees

Christopher Franklin (EdD, 2016)
John Luke McCord (MA, Psychology, 2016, Chair)
Amy Jones (EdD, 2014)
Whitney Bridges-Campbell (MA, Psychology, 2013)
Kimberlee Cooper (MA, Psychology, 2013)
David Solomon (MA, Psychology 2012)
Christopher Holden (MA, Psychology, 2012)
Jenny Smith (MA, HHP, 2011)
Benjamin Locklair (MA, Psychology, 2011)

Brandon Rice (MA, English, 2010)
Andrew Johnson (MA, Psychology , 2010)
Heidi Turlington (MA HHP, 2009)
Joe Hurley (MA, History 2006)

## SERVICE

## Service to the Profession

External Reviewer for Tenure and/or Promotion Cases at:
Furman University
University of Minnesota, Duluth

External Program Reviewer for:
Missouri State University Political Science, MPA, and International Studies
Tennessee Tech University Political Science
University of West Florida Political Science
Western Carolina University Higher Education Student Affairs MA Program
Western Carolina University International Programs and Services
Western Carolina University Mountain Heritage Center

## Editorial Boards, Disciplinary Committees, and Section Chair Duties at Conferences

Editorial Board, Journal of Election Administration Research and Practice (2021-)
Editorial Board, Social Science Journal (2021-)
Executive Committee Member, North Carolina Political Science Association (2021-)
Chair, State Politics and Policy Quarterly Best Paper Award Committee (2021-2022)
Chair, Student Paper Committee, North Carolina Political Science Association (2021-)
Consultant, Greensboro History Museum Project Democracy 20/20 Exhibit (2021)
Section Chair for State and Local Politics Section of the Southern Political Science Association (2008)
Reviewer for [since 2010]:
American Journal of Political Science
American Political Science Review
American Politics Research
American Review of Politics
American Review of Public Administration
American Sociological Review
Association of American Geographers
Congress and the Presidency
European Journal of Personality
Geography Compass
Group Processes and Intergroup Relations
International Journal of Health Policy and Management
International Journal for the Scholarship of Teaching and Learning
International Public Management Journal
International Review of Public Administration
Journal of Appalachian Studies
Journal of Food Science Education
Journal of Hate Studies
Journal of Information Technology and Politics

Journal of Political Science<br>Journal of Political Science Education<br>Journal of Politics<br>Journal of Public and Nonprofit Affairs<br>Journal of Public Administration Research and Theory<br>Journal of Public Affairs Education<br>Justice System Journal<br>Landscape Research<br>Legislative Studies Quarterly<br>Personality and Individual Differences<br>PLOS ONE<br>Political Behavior<br>Political Communication<br>Political Research Quarterly<br>Politics and Policy<br>PS: Political Science and Politics<br>Public Administration Review<br>Public Opinion Quarterly<br>Public Budgeting and Finance<br>Public Management Review<br>Public Personnel Management<br>Public Performance and Management Review<br>Review of Public Personnel Administration<br>Social Science Journal<br>Social Science Quarterly<br>Social Forces<br>Southeastern Geographer<br>State and Local Government Review<br>State Politics and Policy Quarterly<br>Social Problems<br>Social Science and Medicine<br>Social Science Journal<br>Southeastern Geographer<br>Southern Cultures<br>Urban Affairs Review<br>Oxford University Press<br>University of South Carolina Press<br>Routledge<br>Rowman and Littlefield<br>Palgrave McMillan<br>CQ Press<br>Carnegie Foundation for the Advancement of Teaching<br>National Science Foundation

Discussant and Panel Chair Duties at Conferences
Discussant for panel on "Congressional Politics." Citadel Symposium on Southern Politics. March, 2020.

Discussant for panel on "Electoral Reform in North Carolina." North Carolina Political Science Association. February, 2011.

Chair for panel on "Economic Development Policies." North Carolina Political Science Association. Durham, NC. February, 2010.

Chair for panel on "The Future of State Politics." Southern Political Science Association. New Orleans, LA. January, 2008.

Discussant for panel on "Electoral Reform." American Political Science Association. Chicago, IL. September, 2007.

Discussant for panel on "Disaster: Politics and Policy." Policy History Conference. Charlottesville, VA. June, 2006.

Chair and Discussant for panel on "Issues in Electoral Politics." North Carolina Political Science Association. High Point, NC. March, 2006.

Discussant for panel on "Issues in American Politics." North Carolina Political Science Association. High Point, NC. March, 2006.

Discussant for panel on "North Carolina Politics." Citadel Symposium on Southern Politics. Charleston, SC. February, 2006.

Chair and discussant for panel on "State Policy. American Political Science Association. Washington, DC. September, 2005.

Discussant for panel on state politics. Annual Meeting of the Midwest Political Science Association. Chicago, IL. April, 2005.

Chair and Discussant for panel on "Electoral Politics." Annual Meeting of the North Carolina Political Science Association. Cullowhee, NC. March, 2004.

Discussant, "State Legislative Elections." Annual Meeting of the Southern Political Science Association. New Orleans, LA. January, 2004.

Discussant and Chair, "Highlighting Student Research." Annual Meeting of the South Carolina Political Science Association. Rock Hill, SC. February 2003.

Discussant and Chair, "Media Coverage of Elections and Representation." Annual Meeting of the Southern Political Science Association. November, 2002.

## University, College \& Department Service

Current and Continuing

- Dept. of Political Science, Tenure, Promotion and Reappointment Committee (2008-present)
- MPA Committee (2002-present)
- Coulter Faculty Commons Advisory Board (2016-)
- University Collegial Review Committee (2020-)
- Congressional Internship Selection Committee (2018-)
- Committee on National and International Scholarships and Awards (2020-)
- Chair, Search Committee to hire Government Affairs Liaison/Deputy Chief of Staff

Previous Service

- Pathfinders Task Force to Select New Learning Management System (2020)
- Provost Search Committee (2020)
- Bookstore Director Search Committee (2020)
- Student Assessment of Instruction Task Force (2018-2019)
- Task Force to Select New Assessment Software (2018-2019)
- Regional Conference Planning Committee (2012-2016)
- Editor, Faculty Forum (2016-2019)
- COACHE survey task force (2015-2016)
- Facilitator, Leadership Summit (2015)
- Faculty Senate (2009-2015)
- SAI Standardization Task Force (2015)
- Academic Policy Review Council (2013-2015)
- Arts and Sciences Tenure, Promotion and Reappointment Committee (2008-2014)
- Chair, Search Committee for Public Administration Faculty (2015)
- Book Store Task Force (2014)
- Search Committee for Public Administration Faculty (2014)
- Search Committee to hire an Assistant Professor in Public Administration (2012-2013)
- Chair, search committee to hire a visiting assistant professor in International Relations
- Chair, search committee to hire a lecturer in American Politics and Global Issues
- Search Committee for Research Development Specialist (2014)
- Search Committee for Human Geography (2014)
- Chair, Search Committee to hire Comparative Politics Faculty (2013)
- Chair, Faculty Affairs Caucus (2010-2011; 2012-2013)
- Dean of Arts and Sciences Search Committee (2012-2013
- Faculty Affairs Caucus (2009-2014)
- Faculty Senate Planning Team (2010-2011; 2012-2013)
- Chair, 2020 Commission Subcommittee on Community Partnerships (2012)
- Chair, Search Committee to hire an Administrative Support Associate in the Department of Political Science and Public Affairs (2012)
- Chair, Search Committee to hire a Research Support Associate in the Coulter Faculty Center (2011)
- Search Committee to hire an Assistant Professor in Parks and Recreation Management (2012)
- Search Committee to hire an Assistant Professor in Public Administration (2012)
- Search Committee to hire a Visiting Assistant Professor in Public Administration (2012)
- College of Business Research Award Committee (2012)
- Institutional Review Board (2005-2011)
- Mountain Heritage Center Program Assessment Team (201!)
- Chair, American Democracy Project (2010-2011)
- Arts and Sciences Program Prioritization Task Force (2011)
- Cullowhee Revitalization Task Force (2010)
- Chair, Department Graduate Recruitment Committee
- Chair, Department Graduate Comps Committee
- Chair, Department Graduate Internship Committee
- International Relations Search Committee (2010)
- WCU/Dillsboro Partnership Task Force (2009-2010)
- QEP Assessment Committee (2007-2010)
- Arts and Sciences Teaching Award Committee (2009-2010)
- Co-Chair Social Science Research Forum (2007-2010)
- Chair, MPA Director Search Committee (2009-2010)
- Public Administration Search Committee (2009-2010)
- Chair, MPA Director Search Committee (2008-2009)
- Public Administration Search Committee (2008-2009)
- International Relations Search Committee (2008-2009)
- Chair, Graduate Research Grant subcommittee of the Research Council (2008)
- College Restructuring Task Force (2008-2009)
- Athletics Committee (2006-2009)
- Graduate Council (2006-2009)
- Research Council (2005-2008)
- Chair, Graduate Research Grant subcommittee of the Research Council (2008)
- Co-chair, Integration of Learning Award subcommittee of the Student Learning Committee (2008)
- Outreach and Engagement Committee for UNC-Tomorrow (2008)
- Humphrey Fellows Steering Committee (2007-2008)
- Chair, Public Administration Search Committee (2007-2008)
- Chair, Institutional Review Board (2005-2007)
- Chair, Public Administration Visiting Search Committee (2007)
- Public Law visiting assistant professor search committee (2006)
- International Relations visiting instructor search committee (2006)
- Congress to Campus Coordinator (2006)
- President, University Club (2006-2007)
- Arts and Sciences Strategic Planning Committee (2005-2007)
- Arts and Sciences Dean's Advisory Board (2006-2007)
- Committee Chair, National Youth Congress (April, 2005)
- Scholarship of Teaching and Learning Committee (2005-2006)
- Committee on Student Learning (2005-2008)
- ICPSR Representative for WCU (2004-2007)
- Created and Directed WCU faculty Quantitative Research Forum (2004-2005)
- Congress to Campus Coordinator (2004)
- Center for Regional Development Director Search Committee (2003)
- Public Administration Search Committee (2003)
- Co-op and Internship Coordinator, Dept. of Political Science, WCU (2002-2006)
- Webmaster, WCU Department of Political Science (2002-2007)


## Media Appearances, On-Campus and Community Speaking *Virtual

- Quoted thousands of times in such media outlets including BBC (TV and Radio), CNN, Fox News, New York Times, National Public Radio (All Things Considered, Weekend All Things Considered, Morning Edition), Cbristian Science Monitor, Vox, Washington Post, Wall Street Journal, Financial Times, ESPN.com, USA Today, Detroit Free Press, Raleigh News and Observer, Boston Herald, Business Insider, Asheville-Citizen

Times, Charlotte Observer, Winston Salem Journal, National Journal, Rock Hill Herald, Smoky Mountain News, Hendersonville Times, Sylva Herald, Mountain Express, Yaboo Singapore News, Carolina Journal, Blue Ridge Public Radio, WUNC, WFAE, Roll Call, Waynesville Mountaineer, Voice of America, Zoomer Radio (Toronto, Canada), WLOS TV (Asheville, NC), WATV, WRAL (Raleigh, NC), WCNC (Charlotte, NC), WFSC, WJLA (Washington DC) and KISS FM, Spectrum News and many more.

$$
\text { - Ex. } 4335 \text { - }
$$

Figure 1. North Carolina Rank in Democratic Vote Share for President Among the 50 States


Data Source: David Liep's Atlas of U.S. Presidential Elections

- Ex. 4336 -

Figure 2. Two-Party Vote Share in the 2020 Presidential Election


$$
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Figure 3. Results of The Last Five Council of State Elections


Note: Calculated from NC State Board of Eletions data. Council of State elections take place every four years.

Figure 4. Voter Registration in North Carolina


- Ex. 4339 -

Figure 5. Comparing Votes and Seats in North Carolina's Congressional Delegation, 2012-2020
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Figure 6. Comparing Votes and Seats in the North Carolina Senate, 2012-2020


- Ex. 4341 -

Figure 7. Comparing Votes and Seats in the North Carolina House, 2012-2020


- Ex. 4342 -

Figure 8. Chamber Estimates of North Carolina General Assembly Ideology, 1995-2018


Source: American Legislatures Project (Schor and McCarty 2020)
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Figure 9. Nominate scores of North Carolina's congressional delegation, 2001-2002 Congress through 2021-2022 Congress


Source: Lewis et al. (2021)
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Table 1. Summary Data for Each Enacted Congressional District

| District | PVI | CCSC | Trump Perc |
| :--- | :--- | :--- | :--- |
| 1 | $\mathrm{R}+10$ | $\mathrm{R}+98,969$ | $57 \%$ |
| 2 | Even | $\mathrm{D}+40,396$ | $48 \%$ |
| 3 | $\mathrm{R}+10$ | $\mathrm{R}+111,451$ | $58 \%$ |
| 4 | $\mathrm{R}+5$ | $\mathrm{R}+28,045$ | $53 \%$ |
| 5 | $\mathrm{D}+12$ | $\mathrm{D}+227,327$ | $34 \%$ |
| 6 | $\mathrm{D}+22$ | $\mathrm{D}+374,786$ | $25 \%$ |
| 7 | $\mathrm{R}+11$ | $\mathrm{R}+115,682$ | $57 \%$ |
| 9 | $\mathrm{R}+11$ | $\mathrm{R}+125,842$ | $57 \%$ |
| 10 | $\mathrm{D}+23$ | $\mathrm{D}+325,717$ | $25 \%$ |
| 11 | $\mathrm{R}+14$ | $\mathrm{R}+156,833$ | $60 \%$ |
| 12 | $\mathrm{R}+9$ | $\mathrm{R}+94,407$ | $57 \%$ |
| 13 | $\mathrm{R}+9$ | $\mathrm{R}+102,404$ | $56 \%$ |
| 14 | $\mathrm{R}+13$ | $\mathrm{R}+150,187$ | $60 \%$ |
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## - Ex. 4364 -

Portions of Raleigh City Limits (Shaded) in Senate District 13


Portions of Raleigh City Limits (Shaded) in Senate District 15

Portions of Raleigh City Limits (Shaded) in Senate District 14


Portions of Raleigh City Limits (Shaded) in Senate District 18

Very small portions of west and northwest Raleigh have been assigned to SD 16, 17, 20 and 22 (not shown)
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Portions of Winston-Salem City Limits (Shaded) in Senate District 32
 in Senate District 31
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STATE OF NORTH CAROLINA
COUNTY OF WAKE

NORTH CAROLINA LEAGUE OF CONSERVATION VOTERS, INC., et al.,

Plaintiffs,
v.

REPRESENTATIVE DESTIN HALL, IN HIS OFFICIAL CAPACITY AS SENIOR CHAIR OF THE HOUSE STANDING COMMITTEE ON REDISTRICTING, et al., Defendants.

REBECCA HARPER, et al.,
Plaintiffs,
v.

REPRESENTATIVE DESTIN HALL, IN HIS OFFICIAL CAPACITY AS SENIOR CHAIR OF THE HOUSE STANDING COMMITTEE ON REDISTRICTING, et al., Defendants.

COMMON CAUSE,
Plaintiff,
v.

REPRESENTATIVE DESTIN HALL, IN HIS OFFICIAL CAPACITY AS SENIOR CHAIR OF THE HOUSE STANDING COMMITTEE ON REDISTRICTING, et al.,

Defendants.

IN THE GENERAL COURT OF JUSTICE SUPERIOR COURT DIVISION

No. 21 CVS 015426
No. 21 CVS 500085

## EXPERT REPORT OF DR. JOWEI CHEN

I, Dr. Jowei Chen, upon my oath, declare and say as follows:

1. I am over the age of eighteen (18) and competent to testify as to the matters set forth herein.
2. I am an Associate Professor in the Department of Political Science at the University of Michigan, Ann Arbor. I am also a Research Associate Professor at the Center for Political Studies of the Institute for Social Research at the University of Michigan and a Research Associate at the Spatial Social Science Laboratory at Stanford University. In 2007, I received a M.S. in Statistics from Stanford University, and in 2009, I received a Ph.D. in Political Science from Stanford University.
3. I have published academic papers on legislative districting and political geography in several political science journals, including The American Journal of Political Science and The American Political Science Review, and Election Law Journal. My academic areas of expertise include legislative elections, spatial statistics, geographic information systems (GIS) data, redistricting, racial politics, legislatures, and political geography. I have expertise in the use of computer simulations of legislative districting and in analyzing political geography, elections, and redistricting.
4. I have authored expert reports in the following redistricting court cases: The League of Women Voters of Florida v. Detzner (Fla. 2d Judicial Cir. Leon Cnty. 2012); Romo v. Detzner (Fla. 2d Judicial Cir. Leon Cnty. 2013); Missouri National Association for the Advancement of Colored People v. Ferguson-Florissant School District \& St. Louis County Board of Election Commissioners (E.D. Mo. 2014); Raleigh Wake Citizens Association v. Wake County Board of Elections (E.D.N.C. 2015); Brown v. Detzner (N.D. Fla. 2015); City of Greensboro v. Guilford County Board of Elections (M.D.N.C. 2015); Common Cause v. Rucho
(M.D.N.C 2016); The League of Women Voters of Pennsylvania v. Commonwealth of Pennsylvania (No. 261 M.D. 2017); Georgia State Conference of the NAACP v. The State of Georgia (N.D. Ga. 2017); The League of Women Voters of Michigan v. Johnson (E.D. Mich. 2017); Whitford v. Gill (W.D. Wis. 2018); Common Cause v. Lewis (N.C. Super. 2018); Harper v. Lewis (N.C. Super. 2019); Baroody v. City of Quincy, Florida (N.D. Fla. 2020); McConchie v. Illinois State Board of Elections (N.D. Ill. 2021). I have testified either at deposition or at trial in the following cases: Romo v. Detzner (Fla. 2d Judicial Cir. Leon Cnty. 2013); Missouri National Association for the Advancement of Colored People v. Ferguson-Florissant School District \& St. Louis County Board of Election Commissioners (E.D. Mo. 2014); Raleigh Wake Citizens Association v. Wake County Board of Elections (E.D.N.C. 2015); City of Greensboro v. Guilford County Board of Elections (M.D.N.C. 2015); Common Cause v. Rucho (M.D.N.C. 2016); The League of Women Voters of Pennsylvania v. Commonwealth of Pennsylvania (No. 261 M.D. 2017); Georgia State Conference of the NAACP v. The State of Georgia (N.D. Ga. 2017); The League of Women Voters of Michigan v. Johnson (E.D. Mich. 2017); Whitford v. Gill (W.D. Wis. 2018); Common Cause v. Lewis (N.C. Super. 2018); Baroody v. City of Quincy, Florida (N.D. Fla. 2020); McConchie v. Illinois State Board of Elections (N.D. Ill. 2021).
5. I have been retained by Plaintiffs in the above-captioned matter. I am being compensated $\$ 550$ per hour for my work in this case.
6. Plaintiffs' counsel asked me to analyze the SB 740 districting plan for North Carolina's congressional districts (the "Enacted Plan"), as passed on November 4, 2021. Plaintiffs' counsel asked me to produce a set of computer-simulated plans for North Carolina's congressional districts by following the criteria adopted by the North Carolina General Assembly's Joint Redistricting Committee on August 12, 2021 (the "Adopted Criteria").

Plaintiffs' counsel asked me to compare the district-level partisan attributes of the Enacted Plan to those of the computer-simulated plans and to identify any districts in the Enacted Plan that are partisan outliers. Plaintiffs' counsel also asked me to compare the partisan composition of the individual Plaintiffs' congressional districts under the Enacted Plan to the partisan composition of Plaintiffs' districts under the computer-simulated plans and to identify any Plaintiffs whose Enacted Plan districts are partisan outliers.
7. The Use of Computer-Simulated Districting Plans: In conducting my academic research on legislative districting, partisan and racial gerrymandering, and electoral bias, I have developed various computer simulation programming techniques that allow me to produce a large number of nonpartisan districting plans that adhere to traditional districting criteria using US Census geographies as building blocks. This simulation process ignores all partisan and racial considerations when drawing districts. Instead, the computer simulations are programmed to draw districting plans following various traditional districting goals, such as equalizing population, avoiding county and Voting Tabulation District (VTD) splits, and pursuing geographic compactness. By randomly generating a large number of districting plans that closely adhere to these traditional districting criteria, I am able to assess an enacted plan drawn by a state legislature and determine whether partisan goals motivated the legislature to deviate from these traditional districting criteria. More specifically, by holding constant the application of nonpartisan, traditional districting criteria through the simulations, I am able to determine whether the enacted plan could have been the product of something other than partisan considerations. With respect to North Carolina's 2021 Congressional Enacted Plan, I determined that it could not.
8. I produced a set of 1,000 valid computer-simulated plans for North Carolina's congressional districts using a computer algorithm programmed to strictly follow the required districting criteria enumerated in the August 12, 2021 Adopted Criteria of the General Assembly's Joint Redistricting Committee. In following these Adopted Criteria, the computer algorithm uses the same general approach that I employed in creating the simulated state House and state Senate plans that I analyzed in Common Cause v. Lewis (2019) and the simulated congressional plans that I used in Harper v. Lewis (2019).
9. By randomly drawing districting plans with a process designed to strictly follow nonpartisan districting criteria, the computer simulation process gives us an indication of the range of districting plans that plausibly and likely emerge when map-drawers are not motivated primarily by partisan goals. By comparing the Enacted Plan against the distribution of simulated plans with respect to partisan measurements, I am able to determine the extent to which a mapdrawer's subordination of nonpartisan districting criteria, such as geographic compactness and preserving precinct boundaries, was motivated by partisan goals.
10. These computer simulation methods are widely used by academic scholars to analyze districting maps. For over a decade, political scientists have used such computersimulated districting techniques to analyze the racial and partisan intent of legislative mapdrawers. ${ }^{1}$ In recent years, several courts have also relied upon computer simulations to assess partisan bias in enacted districting plans. ${ }^{2}$

[^14]11. Redistricting Criteria: I programmed the computer algorithm to create 1,000 independent simulated plans adhering to the following seven districting criteria, as specified in the Adopted Criteria ${ }^{3}$ :
a) Population Equality ${ }^{4}$ : Because North Carolina's 2020 Census population was $10,439,388$, districts in every 14 -member congressional plan have an ideal population of $745,670.6$. Accordingly, the computer simulation algorithm populated each districting plan such that precisely six districts have a population of 745,670 , while the remaining eight districts have a population of 745,671.
b) Contiguity ${ }^{5}$ : The simulation algorithm required districts to be geographically contiguous. Water contiguity is permissible. I also programmed the simulation algorithm to avoid double-traversals within a single county. In other words, for every simulated district, the portion of that district within any given county will be geographically contiguous.
c) Minimizing County Splits ${ }^{6}$ : The simulation algorithm avoided splitting any of North Carolina's 100 counties, except when doing so is necessary to avoid violating one of the aforementioned criteria. When a county is divided into two districts, the county is considered to have one split. A county divided into three districts is considered to have two splits. A county divided into four districts is considered to have

[^15]three splits, and so on. For the purpose of creating equally populated districts, each newly drawn congressional district requires only one county split. But the fourteenth and final district drawn in North Carolina does need not create an additional county split, since this final district should simply be the remaining area unassigned to the first thirteen districts. Therefore, an entire plan of 14 congressional districts requires only 13 county splits. Accordingly, I require that every simulated plan contain only 13 county splits. The 2021 Adopted Criteria do not prohibit splitting a county more than once, so I allow some of these 13 county splits to occur within the same county. As a result, the total number of counties containing one or more splits may be fewer than 13 . The algorithm also follows the Adopted Criteria in that it draws a congressional district wholly within Mecklenburg and Wake counties, which each have sufficient population size to contain an entire congressional district within their boundaries.
d) Minimizing VTD Splits ${ }^{7}$ : North Carolina is divided into 2,666 VTDs. The computer simulation algorithm attempted to keep these VTDs intact and not split them into multiple districts, except when doing so is necessary for creating equally populated districts. For the purpose of creating equally populated districts, each newly drawn congressional district requires one VTD split. But the fourteenth and final district drawn in North Carolina does need not create an additional VTD split, since this final district should simply be the remaining area unassigned to the first thirteen districts. Therefore, an entire plan of 14 congressional districts requires only 13 VTD splits. I therefore require that every simulated plan split only 13 VTDs in total.

[^16]e) Geographic Compactness ${ }^{8}$ : The simulation algorithm prioritized the drawing of geographically compact districts whenever doing so does not violate any of the aforementioned criteria.
f) Avoiding Incumbent Pairings: North Carolina's current congressional delegation includes two incumbents, Representatives Ted Budd and David Price, who announced before the Enacted Plan was adopted that they will not run for reelection in 2022. For the remaining eleven congressional incumbents, the simulation algorithm intentionally avoids pairing multiple incumbents in the same district. Hence, in every computer-simulated plan, each district contains no more than one incumbent's residence.
g) Municipal Boundaries ${ }^{9}$ : The simulation algorithm generally favors not splitting municipalities. The algorithm contains several steps that favor the preservation of municipal boundaries, so long as other considerations required by the Adopted Criteria are not subordinated. To the extent that the algorithm avoids unnecessary splitting of counties, the municipalities within non-split counties are of course preserved. When the algorithm splits up a county by assigning the county's various VTDs to two different districts, the algorithm only allows one municipality to be split in this process of assigning the county's VTDs to different districts. Finally, as explained earlier, VTDs are only split when doing so is necessary for equalizing district populations. When a single VTD is split for this population equalization purpose, the algorithm attempts to split the VTD in such a way that minimizes the number of municipalities split within the VTD. In

[^17]other words, the algorithm attempts to draw the district border within the VTD without crossing municipal boundaries.
12. On the following page of this report, Map 1 displays an example of one of the computersimulated plans produced by the computer algorithm. The lower half of this Map also reports the population of each district, the compactness scores for each district, and the county splits and VTD splits created by the plan. As with every simulated plan, this plan contains exactly 13 VTD splits and 13 county splits, with 11 counties split into two or more districts.

## Map 1:

Example of a Computer-Simulated Congressional Plan Protecting all 11 Incumbents


## The Enacted Plan's Compliance with the Adopted Criteria

13. Although all seven of the criteria listed above are part of the General Assembly's Adopted Criteria, five of these criteria are ones that the Joint Redistricting Committee "shall" or "should" follow in the process of drawing its Congressional districting plan. These five mandated criteria are equal population, contiguity, minimizing county splits, minimizing VTD splits, and geographic compactness. ${ }^{10}$
14. I assessed whether the 2021 Enacted Plan complies with these five mandated criteria, and I describe my findings in this section. I found that the Enacted Plan does not violate the equal population requirement, nor do any of its districts violate contiguity.
15. However, by comparing the Enacted Plan to the 1,000 computer-simulated plans, I found that the Enacted Plan fails to minimize county splits, fails to minimize VTD splits, and is significantly less geographically compact than is reasonably possible. I describe these findings below in detail.
16. Minimizing County Splits: In comparing the total number of county splits in the Enacted Plan and in the computer-simulated plans, I counted the total number of times a county is split into more than one district. Specifically, a county fully contained within a single district counts as zero splits. A county split into two full or partial districts counts as one split. And a county split into three full or partial districts counts as two splits. And so on.
17. Using this standard method of accounting for total county splits, I found that the Enacted Plan contains 14 total county splits, which are detailed in Table 1. These 14 total county splits are spread across 11 counties. Eight of these 11 counties are split only once, but Guilford,
[^18]Mecklenburg, and Wake Counties are each split into three districts, thus accounting for two splits each. Thus, the Enacted Plan has 14 total county splits, as listed in Table 1.

Table 1: Total Number of County Splits in the 2021 Enacted Plan

|  | County: | Congressional Districts: | Total County Splits: |
| :--- | :--- | :---: | :---: |
| 1 | Davidson | 7 and 10 | 1 |
| 2 | Guilford | 7,10 and 11 | 2 |
| 3 | Harnett | 4 and 7 | 1 |
| 4 | Iredell | 10 and 12 | 1 |
| 5 | Mecklenburg | 8,9, and 13 | 2 |
| 6 | Onslow | 1 and 3 | 1 |
| 7 | Pitt | 1 and 2 | 1 |
| 8 | Robeson | 3 and 8 | 1 |
| 9 | Wake | 5,6 and 7 | 2 |
| 10 | Watauga | 11 and 14 | 1 |
| 11 | Wayne | 2 and 4 | 1 |
| Total County Splits: |  |  | $\mathbf{1 4}$ |

As explained in the previous section, a congressional plan in North Carolina needs to contain only 13 county splits if the map-drawer is attempting to minimize the splitting of counties. The Enacted Plan's 14 county splits is therefore one more split than is necessary. This "extra" split is specifically found at the border between District 7 and District 10. In general, the border between any two congressional districts in North Carolina needs to split only one county, at most. But in the Enacted Plan, the border between Districts 7 and 10 creates two county splits: One split of Davidson County and one split of Guilford County. Creating two county splits of Davidson and Guilford Counties was not necessary for equalizing district populations. Nor was it necessary for protecting incumbents, as no incumbents reside in the portions of Davidson and Guilford Counties within District 7 and District 10. Hence, the "extra" county split in Davidson and Guilford Counties does not appear to be consistent with the 2021 Adopted Criteria, which
mandate that "Division of counties in the 2021 Congressional plan shall only be made for reasons of equalizing population and consideration of double bunking."
18. Indeed, I found that the computer simulation algorithm was always able to draw districts complying with the Adopted Criteria without using an "extra" 14th county split. As the upper half of Figure 1 illustrates, all 1,000 computer-simulated plans contain exactly 13 county splits. The Enacted Plan clearly contains more county splits than one would expect from a mapdrawing process complying with the Adopted Criteria. Therefore, I conclude that the Enacted Plan does not comply with the Adopted Criteria's rule against unnecessary division of counties.
19. The Adopted Criteria do not explicitly limit the number of county splits within any single county. Nevertheless, it is notable that under the Enacted Plan, three different counties (Guilford, Mecklenburg, and Wake) are split multiple times. These three counties are each split into three districts under the Enacted Plan. This is an outcome that rarely occurs under the computer-simulated plans. As the lower half of Figure 1 illustrates, only $1.8 \%$ of the computer-simulated plans similarly split three or more counties multiple times. Thus, it is clear that the Enacted Plan's level of concentrating multiple county splits within a single county is an outcome that generally does not occur in a vast majority of the simulated plans drawn according to the Adopted Criteria. Additionally, not once in the small number of simulated plans that split at least three counties three ways are Guilford, Mecklenburg, and Wake Counties all split multiple times.

Figure 1:
Comparison of Total County Splits in Enacted SB 740 Plan and 1,000 Computer-Simulated Plans


Number of Counties Split Multiple Times in Enacted SB 740 Plan and 1,000 Computer-Simulated Plans

21. Minimizing VTD Splits: The Adopted Criteria mandates that "Voting districts ('VTDs') should be split only when necessary." As explained earlier in this report, each newly drawn congressional district needs to create only one VTD split for the purpose of equalizing the district's population. But the fourteenth and final district drawn in North Carolina does need not create an additional VTD split, since this final district should simply be the remaining area unassigned to the first 13 districts. Therefore, an entire plan of 14 congressional districts needs to create only 13 VTD splits.
22. However, the Enacted Plan creates far more VTD splits than is necessary. As the General Assembly's "StatPack" Report ${ }^{11}$ for the Enacted SB 740 Plan details, the Enacted Plan splits 24 VTDs into multiple districts. Among these 24 split VTDs, 23 VTDs are split into two districts, while one VTD (Wake County VTD 18-02) is split into three districts. Thus, using the same method of accounting for splits described earlier, the Enacted Plan contains 25 total VTD splits, and 24 VTDs are split into two or more districts.
23. The Enacted Plan's 25 total VTD splits is far more than is necessary to comply with the Adopted Criteria' equal population requirement. As explained earlier, only 13 VTD splits are necessary in order to produce an equally populated congressional plan in North Carolina. Thus, as Figure 2 illustrates, every one of the 1,000 computer-simulated plans contains exactly 13 VTD splits, and the Enacted Plan's 25 total VTD splits is clearly not consistent with the Adopted Criteria's requirement that "Voting districts ('VTDs') should be split only when necessary."

[^19]Figure 2:
Comparison of Total VTD Splits in Enacted SB 740 Plan and 1,000 Computer-Simulated Plans

24. Measuring Geographic Compactness: The August 12, 2021 Adopted Criteria mandates that the Joint Redistricting Committee "shall" attempt to draw geographically compact congressional districts. The Adopted Criteria also specify two commonly used measures of district compactness: the Reock score and the Polsby-Popper score.
25. In evaluating whether the Enacted Plan follows the compactness requirement of the Adopted Criteria, it is useful to compare the compactness of the Enacted Plan and the 1,000 computer-simulated plans. The computer-simulated plans were produced by a computer algorithm adhering strictly to the traditional districting criteria mandated by the Adopted Criteria and ignoring any partisan or racial considerations. Thus, the compactness scores of these computer-simulated plans illustrate the statistical range of compactness scores that could be reasonably expected to emerge from a districting process that solely seeks to follow the Adopted Criteria while ignoring partisan and racial considerations. I therefore compare the compactness of the simulated plans and the Enacted Plan using the two measures of compactness specified by the 2021 Adopted Criteria.
26. First, I calculate the average Polsby-Popper score of each plan's districts. The Polsby-Popper score for each individual district is calculated as the ratio of the district's area to the area of a hypothetical circle whose circumference is identical to the length of the district's perimeter; thus, higher Polsby-Popper scores indicate greater district compactness. The 2021 Enacted Plan has an average Polsby-Popper score of 0.3026 across its 14 congressional districts. As illustrated in Figure 3, every single one of the 1,000 computer-simulated House plans in this report exhibits a higher Polsby-Popper score than the Enacted Plan. In fact, the middle $50 \%$ of these 1,000 computer-simulated plans have an average Polsby-Popper score ranging from 0.37 to 0.39 , and the most compact computer-simulated plan has a Polsby-Popper score of 0.42 . Hence,
it is clear that the Enacted Plan is significantly less compact, as measured by its Polsby-Popper score, than what could reasonably have been expected from a districting process adhering to the Adopted Criteria.
27. Second, I calculate the average Reock score of the districts within each plan. The Reock score for each individual district is calculated as the ratio of the district's area to the area of the smallest bounding circle that can be drawn to completely contain the district; thus, higher Reock scores indicate more geographically compact districts. The 2021 Enacted Plan has an average Reock score of 0.4165 across its 14 congressional districts. As illustrated in Figure 3, $98.2 \%$ of the 1,000 computer-simulated plans exhibit a higher Reock score than the Enacted Plan. In fact, the middle $50 \%$ of these 1,000 computer-simulated plans have an average Reock score ranging from 0.45 to 0.46 , and the most compact computer-simulated plan has an average Reock score of 0.52 . Hence, it is clear that the Enacted Plan is significantly less compact, as measured by its Reock score, than what could reasonably have been expected from a districting process adhering to the Adopted Criteria.

Figure 3:

## Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans on Polsby-Popper and Reock Compactness Scores



## Measuring the Partisanship of Districting Plans

28. In general, I use actual election results from recent, statewide election races in North Carolina to assess the partisan performance of the Enacted Plan and the computersimulated plans analyzed in this report. Overlaying these past election results onto a districting plan enables me to calculate the Republican (or Democratic) share of the votes cast from within each district in the Enacted Plan and in each simulated plan. I am also able to count the total number of Republican and Democratic-leaning districts within each simulated plan and within the Enacted Plan. All of these calculations thus allow me to directly compare the partisanship of the Enacted Plan and the simulated plans. These partisan comparisons allow me to determine whether or not the partisanship of individual districts and the partisan distribution of seats in the Enacted Plan could reasonably have arisen from a districting process adhering to the Adopted Criteria and its explicit prohibition on partisan considerations. Past voting history in federal and statewide elections is a strong predictor of future voting history. Mapmakers thus can and do use past voting history to identify the class of voters, at a precinct-by-precinct level, who are likely to vote for Republican or Democratic congressional candidates.
29. In the 2011, 2016, and 2017 rounds of state legislative and congressional redistricting last decade, the North Carolina General Assembly publicly disclosed that it was relying solely on recent statewide elections in measuring the partisanship of the districting plans being created. I therefore follow the General Assembly's past practice from last decade by using results from a similar set of recent statewide elections in order to measure the partisanship of districts in the Enacted Plan and in the computer-simulated plans.
30. The 2016-2020 Statewide Election Composite: During the General Assembly's 2017 legislative redistricting process, Representative David Lewis announced at the Joint Redistricting Committee's August 10, 2017 meeting that the General Assembly would measure
the partisanship of legislative districts using the results from some of the most recent elections held in North Carolina for the following five offices: US President, US Senator, Governor, Lieutenant Governor, and Attorney General.
31. To measure the partisanship of all districts in the computer-simulated plans and the 2021 Enacted Plan, I used the two most-recent election contests held in North Carolina for these same five offices during 2016-2020. In other words, I used the results of the following ten elections: 2016 US President, 2016 US Senator, 2016 Governor, 2016 Lieutenant Governor, 2016 Attorney General, 2020 US President, 2020 US Senator, 2020 Governor, 2020 Lieutenant Governor, and 2020 Attorney General. I use these election results because these are the same state and federal offices whose election results were used by the General Assembly during its 2017 legislative redistricting process, and the 2017 redistricting process was the most recent one in which the leadership of the General Assembly's redistricting committees publicly announced how the General Assembly would evaluate the partisanship of its own districting plans.
32. I obtained precinct-level results for these ten elections, and I disaggregated these election results down to the census block level. I then aggregated these block-level election results to the district level within each computer-simulated plan and the Enacted Plan, and I calculated the number of districts within each plan that cast more votes for Republican than Democratic candidates. I use these calculations to measure the partisan performance of each simulated plan analyzed in this report and of the Enacted Plan. In other words, I look at the census blocks that would comprise a particular district in a given simulation and, using the actual election results from those census blocks, I calculate whether voters in that simulated district collectively cast more votes for Republican or Democratic candidates in the 2016-2020 statewide election contests. I performed such calculations for each district under each simulated plan to
measure the number of districts Democrats or Republicans would win under that particular simulated districting map.
33. I refer to the aggregated election results from these ten statewide elections as the "2016-2020 Statewide Election Composite." For the Enacted Plan districts and for all districts in each of the 1,000 computer-simulated plans, I calculate the percentage of total two-party votes across these ten elections that were cast in favor of Republican candidates in order to measure the average Republican vote share of the district. In the following section, I present district-level comparisons of the Enacted Plan and simulated plan districts in order to identify whether any individual districts in the Enacted Plan are partisan outliers. I also present plan-wide comparisons of the Enacted Plan and the simulated plans in order to identify the extent to which the Enacted Plan is a statistical outlier in terms of common measures of districting plan partisanship.

## District-Level and Plan-Wide Partisan Comparisons of the Enacted Plan and Simulated Plans

34. In this section, I present partisan comparisons of the Enacted Plan to the computersimulated plans at both a district-by-district level as well as a plan-wide level using several common measures of districting plan partisanship. First, I compare the district-level Republican vote share of the Enacted Plan's districts and the districts in the computer-simulatedplans. Next, I compare the number of Republican-favoring districts in the Enacted Plan and in the computersimulated plans. Finally, I use several common measures of partisan bias to compare the Enacted Plan to the computer-simulated plans. Overall, I find that the several individual districts in the Enacted Plan are statistical outliers, exhibiting extreme partisan characteristics that are rarely or never observed in the computer-simulated plan districts drawn with strict adherence to the Adopted Criteria. Moreover, I find that at the plan-wide level, the

Enacted Plan creates a degree of partisan bias favoring Republicans that is more extreme than the vast majority of the computer-simulated plans. I describe these findings in detail below:
35. Partisan Outlier Districts in the Enacted Plan: In Figure 4, I directly compare the partisan distribution of districts in the Enacted Plan to the partisan distribution of districts in the 1,000 computer-simulated plans. I first order the Enacted Plan's districts from the most to theleastRepublican district, as measured by Republican vote share using the 2016-2020 Statewide Election Composite. The most-Republican district appears on the top row, and the least- Republican district appears on the bottom row of Figure 4 . Next, I analyze each of the 1,000 computer-simulated plans and similarly order each simulated plan's districts from the most- to the least-Republican district. I then directly compare the most-Republican Enacted Plan district (CD-10) to the most-Republican simulated district from each of the 1,000 computer-simulated plans. In other words, I compare one district from the Enacted Plan to 1,000 computer-simulated
districts, and I compare these districts based on their Republican vote share. I then directly compare the second-most-Republican district in the Enacted Plan to the second-most-Republican district from each of the 1,000 simulated plans. I conduct the same comparison for each district in the Enacted Plan, comparing the Enacted Plan district to its computer-simulated counterparts from each of the 1,000 simulated plans.

Figure 4:

## Comparisons of Enacted SB 740 Plan Districts to 1,000 Computer-Simulated Plans' Districts



District's Republican Vote Share Measured Using the 2016-2020 Statewide Election Composite (50.8\% Statewide Republican 2-Party Vote Share)
36. Thus, the top row of Figure 4 directly compares the partisanship of the mostRepublican Enacted Plan district (CD-10) to the partisanship of the most-Republican district from each of the 1,000 simulated plans. The two percentages (in parentheses) in the right margin of this Figure report the percentage of these 1,000 simulated districts that are less Republican than, and more Republican than, the Enacted Plan district. Similarly, the second row of this Figure compares the second-most-Republican district from each plan, the third row compares the third-most-Republican district from each plan, and so on. In each row of this Figure, the Enacted Plan's district is depicted with a red star and labeled in red with its district number; meanwhile, the 1,000 computer-simulated districts are depicted with 1,000 gray circles on each row.
37. As the bottom row of Figure 4 illustrates, the most-Democratic district in the Enacted Plan (CD-9) is more heavily Democratic than $100 \%$ of the most-Democratic districts in each of the 1,000 computer-simulated plans. This calculation is numerically reported in the right margin of the Figure. Every single one of the computer-simulated counterpart districts would have been more politically moderate than CD-9 in terms of partisanship: CD-9 exhibits a Republican vote share of $27.2 \%$, while all 1,000 of the most-Democratic districts in the computer-simulated plans would have exhibited a higher Republican vote share and would therefore have been more politically moderate. It is thus clear that CD-9 packs together Democratic voters to a more extreme extent than the most-Democratic district in $100 \%$ of the computer-simulated plans. I therefore identify CD-9 as an extreme partisan outlier when compared to its 1,000 computer-simulated counterparts, using a standard threshold test of $95 \%$ for statistical significance.
38. The next-to-bottom row of Figure 4 reveals a similar finding regarding CD-6 in the Enacted Plan. This row illustrates that the second-most-Democratic district in the Enacted

Plan (CD-6) is more heavily Democratic than $100 \%$ of the second-most-Democratic districts in each of the 1,000 computer-simulated plans. Every single one of its computer-simulated counterpart districts would have been more politically moderate than CD-6 in terms of partisanship: CD-6 exhibits a Republican vote share of $27.5 \%$, while $100 \%$ of the second-mostDemocratic districts in the computer-simulated plans would have exhibited a higher Republican vote share and would therefore have been more politically moderate. In other words, CD-6 packs together Democratic voters to a more extreme extent than the second-most-Democratic district in $100 \%$ of the computer-simulated plans. I therefore identify CD-6 as an extreme partisan outlier when compared to its 1,000 computer-simulated counterparts, using a standard threshold test of 95\% for statistical significance.
39. Meanwhile, the top two rows of Figure 4 reveal a similar finding: As the top row illustrates, the most-Republican district in the Enacted Plan (CD-10) is less heavily Republican than $100 \%$ of the most-Republican districts in each of the 1,000 computer-simulated plans. A similar pattern appears in the second-to-top row of Figure 4, which illustrates that the second-most-Republican district in the Enacted Plan (CD-13) is less heavily Republican than $99.7 \%$ of the second-most-Republican districts in each of the 1,000 computer-simulated plans.
40. It is especially notable that these four aforementioned Enacted Plan districts - the two most Republican districts (CD-10 and CD-13) and the two most Democratic districts (CD-9 and CD-6) in the Enacted Plan - were drawn to include more Democratic voters than virtually allof their counterpart districts in the 1,000 computer-simulated plans. These "extra" Democratic voters in the four most partisan-extreme districts in the Enacted Plan had to come from the remaining ten more moderate districts in the Enacted Plan. Having fewer Democratic voters in these more moderate districts enhances Republican candidate performance in these districts.
41. Indeed, the middle six rows in Figure 4 (i.e., rows 5 through 10) confirm this precise effect. The middle six rows in Figure 4 compare the partisanship of districts in the fifth, sixth, seventh, eighth, ninth, and tenth-most Republican districts within the Enacted Plan and the 1,000 computer-simulated plans. In all six of these rows, the Enacted Plan district is a partisan outlier. In each of these six rows, the Enacted Plan's district is more heavily Republican than over $95 \%$ of its counterpart districts in the 1,000 computer-simulated plans. Three of these six rows illustrate Enacted Plan districts that are more heavily Republican than $100 \%$ of their counterpart districts in the computer-simulated plans. The six Enacted Plan districts in these six middle rows (CD-1, 3, 4, 11, 12, and 14) are more heavily Republican than nearly all of their counterpart computer-simulated plan districts because the four most partisan-extreme districts inthe Enacted Plan (CD-6, 9, 10, and 13) are more heavily Democratic than nearly all of their counterpart districts in the computer-simulated plans.
42. I therefore identify the six Enacted Plan districts in the six middle rows (CD-1, 3,4, 11,12 , and 14) of Figure 4 as partisan statistical outliers. Each of these six districts has a Republican vote share that is higher than over $95 \%$ of the computer-simulated districts in its respective row in Figure 4. I also identify the four Enacted Plan districts in the top rows and the bottom two rows (CD-6, 9, 10, and 13) of Figure 4 as partisan statistical outliers. Each of these four districts has a Republican vote share that is lower than at least $99.7 \%$ of the computer-simulated districts in its respective row in Figure 4.
43. In summary, Figure 4 illustrates that 10 of the 14 districts in the Enacted Plan are partisan outliers: Six districts (CD-1, 3, 4, 11, 12, and 14) in the Enacted Plan are more heavily Republican than over $95 \%$ of their counterpart computer-simulated plan districts, while four
districts (CD-6, 9, 10, and 13) are more heavily Democratic than at least $99.7 \%$ of their counterpart districts in the computer-simulated plans.
44. The Appendix of this report contains ten additional Figures (Figures A1 through A10) that each contain a similar analysis of the Enacted Plan districts and the computer- simulated plan districts. Each of these ten Figures in the Appendix measures the partisanship ofdistricts using one of the individual ten elections included in the 2016-2020 Statewide ElectionComposite. These ten Figures generally demonstrate that the same extreme partisan outlier patterns observed in Figure 4 are also present when district partisanship is measured using any one of the ten statewide elections held in North Carolina during 2016-2020.
45. "Mid-Range" Republican Districts: Collectively, the upper ten rows in Figure 4 illustrate that the Enacted Plan's ten most-Republican districts exhibit a significantly narrower range of partisanship than is exhibited by the ten most-Republican districts in each of the computer-simulated plans. Specifically, the Enacted Plan's ten most-Republican districts all have Republican vote shares within the narrow range of $52.9 \%$ to $61.2 \%$. As explained earlier, this narrow range is the product of two distinct dynamics: In the top two rows of Figure 4, the Enacted Plan's districts are significantly less Republican than nearly all of the simulated plans' districts in these rows. But in the fifth to tenth rows of Figure 4, the Enacted Plan's districts are more safely Republican-leaning than over $95 \%$ of the computer-simulated districts within each of these six rows. The overall result of these two distinct dynamics is that the Enacted Plan contains ten districts that all have Republican vote shares within the narrow range of $52.9 \%$ to $61.2 \%$. I label any districts within this narrow range of partisanship as "mid-range" Republican-leaning districts, reflecting the fact that these districts have generally favored Republican candidates, but not by overwhelmingly large margins.
46. Is the Enacted Plan's creation of ten such "mid-range" Republican-leaning districts an outcome that ever occurs in the 1,000 computer-simulated plans? I analyzed the simulated plans and counted the number of districts within each plan that are similarly "mid- range" with a Republican vote share between $52.9 \%$ and $61.2 \%$. As Figure 5 illustrates, the Enacted Plan's creation of ten "mid-range" Republican districts is an extreme statistical outlier. None of the 1,000 simulated plans comes close to creating ten such districts. Virtually all of the simulated plans contain from two to six "mid-range" Republican districts, and the most commonoutcome among the simulations is four such districts. Hence, the Enacted Plan is clearly an extreme partisan outlier in terms of its peculiar focus on maximizing the number of "mid-range"Republican districts, and the Enacted Plan did so to an extreme degree far beyond any of the 1,000 simulated plans created using a partisan-blind computer algorithm that follows the Adopted Criteria.
47. Competitive Districts: The Enacted Plan's maximization of "mid-range" Republican districts necessarily comes at the expense of creating more competitive districts. As Figure 4 illustrates, the Enacted Plan contains zero districts whose Republican vote share is higher than $47.0 \%$ and lower than $52.9 \%$, as measured using the 2016-2020 Statewide ElectionComposite. In other words, there are zero districts in which the Republican vote share is within5\% of the Democratic vote share.
48. I label districts with a Republican vote share from $47.5 \%$ to $52.5 \%$ as "competitive" districts to reflect the fact that such districts have a nearly even share of Republican and Democratic voters, and election outcomes in the district could therefore swing in favor of either party. The Enacted Plan contains zero "competitive" districts, as measured using the 20162020 Statewide Election Composite.

Figure 5:

## Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans On Number of Mid-Range Republican Districts



Number of Mid-Range Republican Districts with $52.9 \%$ to $61.2 \%$ Republican Vote Share Within Each Plan Using the 2016-2020 Statewide Election Composite (50.8\% Statewide Republican 2-Party Vote Share)

Figure 6:
Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans
On Number of Competitive Districts


Number of Competitive Districts with $47.5 \%$ to $52.5 \%$ Republican Vote Share Within Each Plan Using the 2016-2020 Statewide Election Composite (50.8\% Statewide Republican 2-Party Vote Share)
49. Is the Enacted Plan's failure to create any "competitive" districts an outcome that ever occurs in the 1,000 computer-simulated plans? I analyzed the simulated plans and counted the number of districts within each plan that are "competitive" districts with a Republican vote share between $47.5 \%$ and $52.5 \%$. As Figure 6 illustrates, the Enacted Plan's creation of zero "competitive" districts is almost a statistical outlier: Only $5.2 \%$ of the 1,000 simulated plans similarly fail to have a single "competitive" district. The vast majority of the computer-simulated plans contain two or more "competitive" districts. Almost 95\% of the computer-simulated plans create more "competitive" districts than the Enacted Plan does.
50. Number of Democratic and Republican Districts: Figure 7 compares the partisan breakdown of the computer-simulated plans to the partisanship of the Enacted Plan. Specifically, Figure 7 uses the 2016-2020 Statewide Election Composite to measure the number of Republicanfavoring districts created in each of the 1,000 simulated plans. Across the entire state, Republican candidates collectively won a $50.8 \%$ share of the votes in the ten elections in the 2016-2020 Statewide Election Composite. But within the 14 districts in the Enacted Plan, Republicans have over a $50 \%$ vote share in 10 out of 14 districts. In other words, the Enacted Plan created 10 Republican-favoring districts, as measured using the 2016-2020 Statewide Election Composite. By contrast, only $3 \%$ of the computer-simulated plans create 10 Republican-favoring districts, and no computer-simulated plan ever creates more than 10 Republican districts.
51. Hence, in terms of the total number of Republican-favoring districts created by the plan, the 2021 Enacted Plan is a statistical outlier when compared to the 1,000 computer- simulated plans. The Enacted Plan creates the maximum number of Republican districts that everoccurs in any computer-simulated plan, and the Enacted Plan creates more Republican districts
than $97 \%$ of the computer-simulated plans, which were drawn using a non-partisan districting process adhering to the General Assembly’s 2021 Adopted Criteria. I characterize the Enacted Plan's creation of 10 Republican districts as a statistical outlier among the computer-simulated plans because the Enacted Plan exhibits an outcome that is more favorable to Republicans than over $95 \%$ of the simulated plans.

## Figure 7:

## Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans


52. Notably, the ten elections included in the Statewide Election Composite all occurred in two election years and in electoral environments that were relatively favorable to Republicans across the country (November 2016 and November 2020). North Carolina did not hold any statewide elections for non-judicial offices in November 2018, which was an electoral environment more favorable to Democrats across the country.
53. Hence, the projected number of Republican seats would be even lower in the computer-simulated plans if one measured district partisanship using a statewide election whose outcome was more partisan-balanced or even favorable to Democrats. In the Appendix, I presentten histograms (labeled as Figures B1 to B10), each presenting the projected number of Republican seats across all of the simulated plans and the Enacted Plan using only one of the tenelections in the Statewide Election Composite.
54. The ten histograms in Figures B1 to B10 illustrate how the partisanship of the Enacted Plan compares to the partisanship of the 1,000 computer-simulated plans under a range of different electoral environments, as reflected by the ten elections in the Statewide Election Composite. Most notably, under all ten of these elections, the Enacted Plan always contains exactly 10 Republican-favoring districts and 4 Democrat-favoring districts. Hence, it is clear thatthe Enacted Plan creates a 10-to-4 distribution of seats in favor of Republican candidates that is durable across a range of different electoral conditions.
55. Moreover, the histograms in Figures B1 to B10 demonstrate that the Enacted Plan becomes a more extreme partisan outlier relative to the computer-simulated plans under electoral conditions that are slightly to moderately favorable to the Democratic candidate. For example, Figure B1 compares the Enacted Plan to the computer-simulated plan using the results of the 2016 Attorney General election, which was a near-tied statewide contest in which Democrat Josh

Stein defeated Republican Buck Newton by a very slim margin. Using the 2016 Attorney General election to measure district partisanship, the 2021 Enacted Plan contains 10 Republican-favoring districts out of 14. The Enacted Plan's creation of 10 districts favoring Republican BuckNewton over Democrat Josh Stein is an outcome that never occurs in the 1,000 computer-simulated plans, indicating that the Enacted Plan is a partisan statistical outlier under electoral conditions that are more favorable for Democrats (and thus relatively more unfavorable for Republicans) than is normal in North Carolina.
56. An even more favorable election for the Democratic candidate was the 2020 gubernatorial contest, in which Democrat Roy Cooper defeated Republican Dan Forest by a 4.5\% margin. Figure B7 compares the Enacted Plan to the computer-simulated plans using the resultsof this 2020 gubernatorial election. Using the results from this election, the 2021 Enacted Plan contains 10 Republican-favoring districts out of 14 . None of the 1,000 simulated plans ever contain 10 districts favoring the Republican candidate. The Enacted Plan's creation of 10 Republicanfavoring districts is therefore an extreme partisan outlier that is durable even in Democraticfavorable electoral conditions. In fact, the 10-to-4 Republican partisan advantage under the Enacted Plan appears to become even more of an extreme partisan outlier under Democratic-favorable elections.
57. The Mean-Median Difference: I also calculate each districting plan's meanmedian difference, which is another accepted method that redistricting scholars commonly use to compare the relative partisan bias of different districting plans. The mean-median difference for any given plan is calculated as the mean district-level Republican vote share, minus the median district-level Republican vote share. For any congressional districting plan, the mean is calculated as the average of the Republican vote shares in each of the 14 districts. The median, in
turn, is the Republican vote share in the district where Republican performed the middle-best, which is the district that Republican would need to win to secure a majority of the congressional delegation. For a congressional plan containing 14 districts, the median district is calculated as the average of the Republican vote share in the districts where Republican performed the 7th and8thbest across the state.
58. Using the 2016-2020 Statewide Election Composite to measure partisanship, the districts in the 2021 Enacted Plan have a mean Republican vote share of $50.8 \%$, while the median district has a Republican vote share of $56.2 \%$. Thus, the Enacted Plan has a mean-mediandifference of $+5.4 \%$, indicating that the median district is skewed significantly more Republican than the plan's average district. The mean-median difference thus indicates that the Enacted Plandistributes voters across districts in such a way that most districts are significantly more Republican-leaning than the average North Carolina congressional district, while Democratic voters are more heavily concentrated in a minority of the Enacted Plan's districts.
59. I perform this same mean-median difference calculation on all computersimulated plans in order to determine whether this partisan skew in the median congressional districts could have resulted naturally from North Carolina's political geography and the application of the Adopted Criteria. Figure 8 compares the mean-median difference of the Enacted Plan to the mean-median difference for each the 1,000 computer-simulated plans.
60. Figure 8 contains 1,000 gray circles, representing the 1,000 computer-simulated plans, as well as a red star, representing the 2021 Enacted Plan. The horizontal axis in this Figure measures the mean-median difference of the 2021 Enacted Plan and each simulated plan using the 2016-2020 Statewide Election Composite, while the vertical axis measures the average PolsbyPopper compactness score of the districts within each plan, with higher Polsby-Popper
scores indicating more compact districts. Figure 8 illustrates that the Enacted Plan's meanmedian difference is $+5.4 \%$, indicating that the median district is skewed significantly more Republican than the plan's average district. Figure 8 further indicates that this difference is an extreme statistical outlier compared to the 1,000 computer-simulated plans. Indeed, the Enacted Plan's $+5.4 \%$ mean-median difference is an outcome never observed across these 1,000 simulated plans. The 1,000 simulated plans all exhibit mean-median differences that range from $0.1 \%$ to $+4.6 \%$. In fact, the middle $50 \%$ of these computer-simulated plans have mean-median differences ranging from $+2.1 \%$ to $+3.1 \%$, indicating a much smaller degree of skew in the median district than occurs under the 2021 Enacted Plan. These results confirm that the Enacted Plan creates an extreme partisan outcome that cannot be explained by North Carolina's voter geography or by strict adherence to the required districting criteria set forth in the General Assembly's Adopted Criteria.

Figure 8:

## Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans on Mean-Median Difference and Compactness


61. Figure 8 illustrates that the Enacted Plan is less geographically compact than every single one of the computer-simulated plans, as measured by each plan's average PolsbyPopper score. The simulated plans have Polsby-Popper scores ranging from 0.31 to 0.42 . In fact, the middle $50 \%$ of these computer-simulated plans have Polsby-Popper scores ranging from 0.37 to 0.39 . Meanwhile, the Enacted Plan exhibits a Polsby-Popper score of only 0.30 , which is lower than all 1,000 of the computer-simulated plans. Hence, it is clear that the Enacted Plan did not seek to draw districts that were as geographically compact as reasonably possible. Instead, the Enacted Plan subordinated geographic compactness, which enabled the Enacted Plan to create a partisan skew in North Carolina's congressional districts favoring Republican candidates.
62. The Efficiency Gap: Another commonly used measure of a districting plan's partisan bias is the efficiency gap. ${ }^{12}$ To calculate the efficiency gap of the Enacted Plan and every computer-simulated plan, I first measure the number of Republican and Democratic votes within each Enacted Plan district and each computer-simulated district, as measured using the 2016-2020 Statewide Election Composite. Using this measure of district-level partisanship, I then calculate each districting plan's efficiency gap using the method outlined in Partisan Gerrymandering and the Efficiency Gap. ${ }^{13}$ Districts are classified as Democratic victories if, using the 2016-2020 Statewide Election Composite, the sum total of Democratic votes in the district during these elections exceeds the sum total of Republican votes; otherwise, the district is classified as Republican. For each party, I then calculate the total sum of surplus votes in districts the party won and lost votes in districts where the party lost. Specifically, in a district lost by a

[^20]given party, all of the party's votes are considered lost votes; in a district won by a party, only the party's votes exceeding the $50 \%$ threshold necessary for victory are considered surplus votes. A party's total wasted votes for an entire districting plan is the sum of its surplus votes in districts won by the party and its lost votes in districts lost by the party. The efficiency gap is then calculated as total wasted Democratic votes minus total wasted Republican votes, divided by the total number of two-party votes cast statewide across all seven elections.
63. Thus, the theoretical importance of the efficiency gap is that it tells us the degree to which more Democratic or Republican votes are wasted across an entire districting plan. A significantly positive efficiency gap indicates far more Democratic wasted votes, while a significantly negative efficiency gap indicates far more Republican wasted votes.
64. I analyze whether the Enacted Plan's efficiency gap arises naturally from a mapdrawing process strictly adhering to the mandated criteria in the General Assembly's Adopted Criteria, or rather, whether the skew in the Enacted Plan's efficiency gap is explainable only as the product of a map-drawing process that intentionally favored one party over the other. By comparing the efficiency gap of the Enacted Plan to that of the computer-simulated plans, I am able to evaluate whether or not such the Enacted Plan's efficiency gap could have realistically resulted from adherence to the Adopted Criteria.
65. Figure 9 compares the efficiency gaps of the Enacted Plan and of the 1,000 computer-simulated plans. As before, the 1,000 circles in this Figure represent the 1,000 computer-simulated plans, while the red star in the upper right corner represents the Enacted Plan. Each plan is plotted along the vertical axis according to its efficiency gap, while each plan is plotted along the horizontal axis according to its mean-median difference.
66. The results in Figure 9 illustrate that the Enacted Plan exhibits an efficiency gap
of $+19.5 \%$, indicating that the plan results in far more wasted Democratic votes than wasted Republican votes. Specifically, the difference between the total number of wasted Democratic votes and wasted Republican votes amounts to $19.5 \%$ of the total number of votes statewide. The Enacted Plan's efficiency gap is larger than the efficiency gaps exhibited by $98.7 \%$ of the computer-simulated plans. This comparison reveals that the significant level of Republican bias exhibited by the Enacted Plan cannot be explained by North Carolina's political geography or the Adopted Criteria alone.

Figure 9:
Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans on Mean-Median Difference and Efficiency Gap

67. The Lopsided Margins Measure: Another measure of partisan bias in districting plans is the "lopsided margins" test. The basic premise captured by this measure is that a partisan-motivated map-drawer may attempt to pack the opposing party's voters into a small number of extreme districts that are won by a lopsided margin. Thus, for example, a map-drawer attempting to favor Party A may pack Party B's voters into a small number of districts that very heavily favor Party B. This packing would then allow Party A to win all the remaining districts with relatively smaller margins. This sort of partisan manipulation in districting would result in Party B winning its districts by extremely large margins, while Party A would win its districts by relatively small margins.
68. Hence, the lopsided margins test is performed by calculating the difference between the average margin of victory in Republican-favoring districts and the average margin of victory in Democratic-favoring districts. The 2021 Enacted Plan contains four Democraticfavoring districts (CD-2, 5, 6, and 9), and these four districts have an average Democratic vote share of $65.4 \%$, as measured using the 2016-2020 Statewide Election Composite. By contrast, the Enacted Plan contains ten Republican-favoring districts (CD-1, 3, 4, 7, 8, 10, 11, 12, 13, and 14), and these ten districts have an average Republican vote share of $57.3 \%$. Hence, the difference between the average Democratic margin of victory in Democratic-favoring districts and the average Republican margin of victory in Republican-favoring districts is $+8.1 \%$, which is calculated as $65.4 \%-57.3 \%$. I refer to this calculation of $+8.1 \%$ as the Enacted Plan's lopsided margins measure.
69. How does the $8.1 \%$ lopsided margins measure of the Enacted Plan compare to the same calculation for the 1,000 computer-simulated plans? Figure 10 reports the lopsided margins calculations for the Enacted Plan and for the simulated plans. In Figure 10, each plan is plotted
along the horizontal axis according to its lopsided margins measure and along the vertical axis according to its mean-median difference.
70. Figure 10 reveals that the Enacted Plan's $+8.1 \%$ lopsided margins measure is an extreme outlier compared to the lopsided margins measures of the 1,000 computer-simulated plans. All 1,000 of the simulated plans have a smaller lopsided margins measure than the Enacted Plan. In fact, a significant minority ( $37.3 \%$ ) of the 1,000 simulated plans have a lopsided margins measure of between $-2 \%$ to $+2 \%$, indicating a plan in which Democrats and Republicans win their respective districts by similar average margins.
71. By contrast, the Enacted Plan's lopsided margins measure of $+8.1 \%$ indicates that the Enacted Plan creates districts in which Democrats are extremely packed into their districts, while the margin of victory in Republican districts is significantly smaller. The "lopsidedness" of the two parties' average margin of victory is extreme when compared to the computer-simulated plans. The finding that all 1,000 simulated plans have a smaller lopsided margins measure indicates that the Enacted Plan's extreme packing of Democrats into Democratic-favoring districts was not simply the result of North Carolina's political geography, combined with adherence to the Adopted Criteria.

Figure 10:

## Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans <br> on Lopsided Margins Measure and Mean-Median Difference


72. Partisan Symmetry Based on Uniform Swing: Another common measure of partisan bias is based on the concept of partisan symmetry and asks the following question: Under a given districting plan and given a particular election-based measure of district partisanship, what share of seats would each party win in a hypothetical tied election (i.e., $50 \%$ vote share for each of two parties). To approximate the district-level outcomes in a hypothetical tied election, one normally uses a uniform swing in order to simulate a tied statewide election. We then calculate whether each party would receive more than or less than $50 \%$ of the seats under this hypothetical tied election in a given districting plan. This particular measure is often referred to in the academic literature as "partisan bias." In order to avoid confusion with other measures of partisan bias described in this report, I will refer to this measure as "Partisan Symmetry Based on Uniform Swing."
73. Specifically, I use the 2016-2020 Statewide Election Composite to calculate the Partisan Symmetry measure for both the Enacted Plan and for the computer-simulated plans. The 2016-2020 Statewide Election Composite produces a statewide Republican vote share of 50.8\%. Therefore, I use a uniform swing of $-0.8 \%$ in order to estimate the partisanship of districts under a hypothetical tied election in which each party wins exactly $50 \%$ of the statewide vote. In other words, this uniform swing subtracts $0.8 \%$ from the Republican vote share in every district, both in the Enacted Plan and in all simulated plans.
74. After applying this $-0.8 \%$ uniform swing, I compare the number of Republicanfavoring districts in the Enacted Plan and the simulated plans. In the Enacted Plan, 71.4\% of the districts (10 out of 14) are Republican-favoring after applying the uniform swing. I then report the Republicans' seat share (71.4\%) under this hypothetical tied election in Figure 11 as the "Partisan

Symmetry Based on Uniform Swing" measure for the Enacted Plan. Figure 11 also reports the calculations for all 1,000 simulated plans using this identical method.
75. Figure 11 reveals $99.5 \%$ of the 1,000 simulated plans have a "Partisan Symmetry Based on Uniform Swing" measure that is closer to $50 \%$ than the Enacted Plan's measure. In fact, $14 \%$ of the simulated plans have a measure that is exactly $50 \%$ ( 7 out of 14 districts), while over $60 \%$ of the simulated plans are between $40 \%$ and $60 \%$.
76. By contrast, the Enacted Plan's measure of $71.4 \%$ in Figure 11 would be a statistical outlier and is more favorable to Republicans than in $99.5 \%$ of the simulated plans. Substantively, this $71.4 \%$ measure reflects the Enacted Plan's creation of a durable Republican majority for North Carolina's congressional delegation, such that even when Democrats win $50 \%$ of the statewide vote, Republicans will still be favored in 10 out of 14 (71.4\%) of the congressional districts, while Democrats will only be favored in only 4 out of the 14 (28.6\%) districts.

Figure 11:
Comparisons of SB 740 Enacted Plan to 1,000 Computer-Simulated Plans On Partisan Symmetry Based on Uniform Swing


Number of Republican-Favoring Districts in a Hypothetical Statewide Tied (50\%-50\%) Election
(Applying a $-0.8 \%$ Uniform Swing to the 2016-2020 Statewide Election Composite)

## Conclusions Regarding Partisanship and Traditional Districting Criteria

77. The analysis described thus far in this report lead me to reach two main findings: First, among the five traditional districting criteria mandated by the General Assembly's 2021 Adopted Criteria, the Enacted Plan fails to minimize county splits, fails to minimize VTD splits, and is significantly less geographically compact than is reasonably possible under a districting process that follows the Adopted Criteria. Second, I found that the Enacted Plan is an extreme partisan outlier when compared to computer-simulated plans produced by a process following the Adopted Criteria. The Enacted Plan contains 10 districts that are partisan outliers when compared to the simulated plans' districts, and using several different common measures of partisan bias, the Enacted Plan creates a level of pro-Republican bias more extreme than in over $95 \%$ of the computer-simulated plans. In particular, the Enacted Plan creates more "mid-range" Republican districts than is created in $100 \%$ of the computer-simulated plans (Paragraphs 45-46).
78. Based on these two main findings, I conclude that partisanship predominated in the drawing of the 2021 Enacted Plan and subordinated the traditional districting principles of avoiding county splits, avoiding VTD splits, and geographic compactness. Because the Enacted Plan fails to follow three of the Adopted Criteria's mandated districting principles while simultaneously creating an extreme level of partisan bias, I therefore conclude that the partisan bias of the Enacted Plan did not naturally arise by chance from a districting process adhering to the Adopted Criteria. Instead, I conclude that partisan goals predominated in the drawing of the Enacted Plan. By subordinating traditional districting criteria, the General Assembly's Enacted Plan was able to achieve partisan goals that could not otherwise have been achieved under a partisan-neutral districting process that follows the Adopted Criteria.

## Regional Comparisons of Enacted Plan and Simulated Plan Districts

79. I have thus far compared the Enacted Plan to the simulated plans at a statewide level using several common measures of partisan bias and by identifying individual districts that are partisan outliers. However, I also analyzed the extent to which partisan bias affected the mapdrawing process within specific cities and geographic regions of North Carolina. I found that the Enacted Plan's individual districts in certain regions exhibit extreme political bias when compared to the computer-simulated districts in the same regions. Below, I describe my findings regarding the partisan bias caused by the Enacted Plan's district boundaries in the Piedmont Triad area, in the Research Triangle, and in Mecklenburg County.
80. The Piedmont Triad Area: The Enacted Plan splits Guilford County into three different districts: CD-7, 10, and 11. These three fragments of Guilford County, which has voted solidly Democratic in recent statewide elections, are each combined with more Republican areas in surrounding counties across the Piedmont Triad area. This three-way splitting of Guilford County results in CD-7, 10, and 11 being safely Republican, each with a Republican vote share between $55.9 \%$ and $61.2 \%$, as measured using the 2016-2020 Statewide Election Composite.
81. Is this three-way splitting of Guilford County, and the resulting creation of three safe Republican districts, a districting outcome that could have resulted naturally from the region's political geography, combined with the districting principles required by the Adopted Criteria? A comparison of the Enacted Plan's districts to the simulated districts in the Piedmont Triad area reveals that the Enacted Plan managed to crack Democratic voters in the region to a more extreme extent than in virtually all of the computer-simulated plans. Moreover, the Enacted Plan achieved this extreme cracking of Democrats by creating districts that are significantly less compact than virtually all of the Guilford County districts in the computer-simulated plans.
82. Figure 12 directly compares the partisanship of the Enacted Plan's districts to the simulated plans' districts in the Piedmont Triad area at a local level. Specifically, the top row of Figure 12 describes the district within each plan that contains the most amount of Greensboro's population. In the Enacted Plan, this district is CD-11, and Figure 12 directly compares the Republican vote share of CD-11 to the Republican vote shares of all simulated districts that contain the largest portion of Greensboro residents among all districts in their respective simulated plans. The Figure reveals that the Enacted Plan's CD-11 is more safely Republican than $99.6 \%$ of the computer-simulated Greensboro districts. In fact, although CD-11 exhibits a $55.9 \%$ Republican vote share, $96.1 \%$ of the simulated districts containing Greensboro are Democratic-favoring districts. Hence, it is clear that the Enacted Plan created a safe Republican district for Greensboro, even though a partisan-neutral districting process following the Adopted Criteria would almost always have placed Greensboro in a Democratic-favoring district.
83. The second row of Figure 12 illustrates a similar finding regarding the city of High Point in Guilford County. The Enacted Plan places High Point into CD-10, which has a Republican vote share of $61.2 \%$. CD-10 is more heavily Republican than $99.6 \%$ of the High Point-based district in the 1,000 computer-simulated plans. Once again, nearly all of the simulated plans place High Point into a Democratic-favoring district, but the Enacted Plan managed to place High Point into an anomalously Republican district.
84. The third row of Figure 12 reveals a similar finding regarding CD-7, the third district containing a fragment of Guilford County. The city of Burlington (Alamance and Guilford Counties) is assigned to the Enacted Plan's CD-7, which exhibits a 58.2\% Republican vote share. CD-7 is more heavily Republican than $99.7 \%$ of the Burlington-based districts in the 1,000 computer-simulated plans. In fact, $95.5 \%$ of the Burlington districts in the simulated plans
favor the Democrats, often by an extremely wide margin. Thus, it is clear that the Enacted Plan created a far more Republican-favorable district for Burlington than could be reasonably expected from a partisan-blind districting process.
85. Of course, the creation of three safe Republican districts (CD-7, 10, and 11) in the Guilford County area required bringing in Republican voters from other, surrounding districts. One such district was CD-12, a safely Republican district covering areas in the Piedmont Triad region to the west of Guilford County. The fourth row of Figure 12 compares the partisanship of the Enacted Plan's district containing Winston-Salem (CD-12) to the simulated plans' districts containing Winston-Salem. The simulated plan results on this row illustrate that under a partisanblind districting process, Winston-Salem would normally be placed into an even more heavily Republican district than the Enacted Plan's CD-12. The Enacted Plan's CD-12 is a safe Republican seat with a Republican vote share of $56.6 \%$, but it is less heavily Republican than $91.4 \%$ of the computer-simulated districts containing the most of Winston-Salem's population. This finding suggests that CD-12 was drawn to be less extremely Republican than should be expected, given the political geography of the Piedmont Triad area. As a result, more Republican voters could be placed in the surrounding districts, particularly CD-10 and CD-11, that split up Guilford County.

Figure 12: Piedmont Triad Area:
Comparison of Individual Districts' Republican Vote Shares in the SB 740 Plan and in 1,000 Computer-Simulated Plans

86. Could the Enacted Plan's cracking of Guilford County Democrats into three districts (CD-7, 10, and 11) have resulted from a mapdrawing process attempting to follow the Adopted Criteria? The geographic characteristics of these three districts illustrate the opposite conclusion: The General Assembly managed to split Guilford County into three safe Republican districts by subordinating the districting principles required by the Adopted Criteria. Although the Adopted Criteria do not explicitly prohibit dividing Guilford County into three districts, doing so was not necessary to comply with the Adopted Criteria. Guilford County's population is well under that of an equally populated congressional district. In fact, the vast majority ( $75.6 \%$ ) of the computer-simulated plans do not split Guilford County a single time. When Guilford County is split, the simulated plans usually split it only once.
87. Moreover, the compactness scores of the Enacted Plan's CD-7, 10, and 11 reveal that the General Assembly subordinated geographic compactness considerations in the process of cracking Democrats in Guilford County. The first row of Figure 13 illustrates that the Enacted Plan's CD-11 has a lower Polsby-Popper score than all 1,000 of the Greensboro-based districts in the computer-simulated plans. The second and third rows of Figure 13 reveal a nearly identical conclusion regarding the other two districts covering Guilford County (CD-7 and CD-10). In fact, there is a vast disparity between the compactness of the Enacted Plan's Guilford County districts and the simulated plans' districts in Guilford County. CD-7, 10, and 11 have PolsbyPopper scores of $0.197,0.199$, and 0.207 . Meanwhile, over half of the simulated districts displayed in these upper three rows of Figure 13 have a Polsby-Popper score over 0.5. It is therefore clear that the Enacted Plan subordinated geographic compactness in the pursuit of Republican partisan advantage in the drawing of district boundaries in the Piedmont Triad area.

Figure 13: Piedmont Triad Area:
Comparison of Individual Districts' Compactness Scores
in the SB 740 Plan and in 1,000 Computer-Simulated Plans

| Legend: |
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The District in Each Plan Containing the Most of Greensboro's Population:


The District in Each Plan Containing the Most of High Point's Population:


The District in Each Plan Containing the Most of Burlington's Population:


The District in Each Plan Containing the Most of Winston-Salem's Population:

88. The Research Triangle: Figures 14 and 15 present a similar analysis of the districts in the Research Triangle. The top row of Figure 14 compares the Republican vote shares of the Enacted Plan's and each computer-simulated plan's district containing the most of Raleigh's population. The second row of Figure 14 is a similar comparison of the Enacted Plan's and each simulated plan's district containing the most of Durham's population. Overall, these two rows illustrate that the Enacted Plan's Raleigh-based district (CD-5) and Durham-based district (CD-6) are more heavily packed with Democrats than almost $100 \%$ of the computersimulated districts containing Raleigh and Durham.
89. The top two rows of Figure 15 illustrate that extreme degree of Democratic voter packing in CD-5 and CD-6 is not the result of the Research Triangle's political geography or the Adopted Criteria. Instead, Figure 15 reveals that CD-5 and CD-6 are less geographically compact than nearly $100 \%$ of the computer-simulated districts containing Raleigh and Durham. Thus, the General Assembly managed to unnaturally pack Democrats in its Raleigh-based and Durham-based districts by subordinating geographic compactness in the drawing of these districts.
90. As a result of this packing of Democratic voters in CD-5 and CD-6, the surrounding districts in the Enacted Plan are more safely Republican than they would have been in the absence of such packing of Democrats. One example of these surrounding Republican districts in the Enacted Plan is CD-7, which combines Southern Wake County with various counties west of the Research Triangle. Southern Wake County is more politically moderate than the heavily Democratic cores of Raleigh and Durham. The third row of Figure 14 compares the partisanship of the Enacted Plan's district and each simulated plan's district containing the most of Holly Springs's and Fuquay-Varina's populations in Southern Wake County. The results on
this row illustrate that in the computer-simulated plans drawn according to the Adopted Criteria, Southern Wake County is generally placed into a heavily-Democratic district because it is generally placed into the same district with part of Raleigh. But the Enacted Plan packed Democrats into CD-5 (Raleigh) and CD-6 (Durham), so the General Assembly was able to create a safe Republican district by combining Southern Wake County with other Republican-favoring counties to the west of the Research Triangle. As the third row of Figure 14 illustrates, this outcome is an extreme statistical outlier compared to the computer-simulated districts in Southern Wake County. $99.2 \%$ of the simulated plans place Southern Wake County into a Democratic-favoring district, and $100 \%$ of the simulated districts containing Southern Wake County are less extremely Republican than CD-7. Hence, it is clear that CD-7 is a partisan outlier that was enabled by the packing of Democratic voters in CD-5 (Raleigh) and CD-6 (Durham).

Figure 14: Research Triangle Area:
Comparison of Individual Districts' Republican Vote Shares in the SB 740 Plan and in 1,000 Computer-Simulated Plans


Figure 15: Research Triangle Area:
Comparison of Individual Districts' Compactness Scores in the SB 740 Plan and in 1,000 Computer-Simulated Plans

91. Mecklenburg County Districts: Figure 16 illustrates a similar finding regarding Mecklenburg County. The top row of Figure 16 compares the partisanship of the Enacted Plan's district and each simulated plan's district containing the most of Charlotte's population. The results in this row illustrate that the Enacted Plan's CD-9 is more heavily Democratic than 100\% of the simulated plans' primary Charlotte districts.
92. As a result, the second and third rows of Figure 16 reveal that the surrounding suburban districts in the Enacted Plan are more safely Republican than their geographic counterparts in all of the computer-simulated plans. Specifically, the second row of Figure 16 compares the partisanship of the Enacted Plan's district and each simulated plan's district containing the most of Huntersville's (Northern Mecklenburg County) population. In the simulated plans, Huntersville is either placed into the same district as most of Charlotte, resulting in a heavily Democratic district, or it is grouped with other counties outside of Mecklenburg, thus forming a politically competitive district with a Republican vote share close to $50 \%$. But the Enacted Plan places Huntersville into a district (CD-13) that is much more strongly Republican than all $100 \%$ of the simulated districts containing Huntersville.
93. The third row of Figure 16 reveals a similar finding regarding Eastern Mecklenburg County. Specifically, this row compares the partisanship of the Enacted Plan's district and each simulated plan's district containing the most of Mint Hill's and Matthews' (Eastern Mecklenburg County) population. Once again, the results reveal that the Enacted Plan places Eastern Mecklenburg County into a district (CD-8) that is more strongly Republican than all $100 \%$ of the computer-simulated districts containing Mint Hill and Matthews.
94. Thus, it is clear that the Enacted Plan packed Democrats in Mecklenburg County to an extent greater than what naturally occurs as a result of the area's political geography.

Democratic voters are residentially concentrated in Charlotte, and this political geography tends to cause a clustering of Democratic voters in Mecklenburg County districts, as reflected in the simulation results in Figure 16. But the Enacted Plan's packing of Democratic voters in Mecklenburg goes beyond what is caused by political geography, resulting in a Charlotte district that is even more heavily Democratic than what could be expected from a partisan-blind mapdrawing process.

Figure 16: Mecklenburg County:
Comparison of Individual Districts' Republican Vote Shares
in the SB 740 Plan and in 1,000 Computer-Simulated Plans


## North Carolina's Political Geography Did Not Cause the Enacted Plan's Extreme Partisan Bias

95. How does North Carolina's political geography affect the partisan characteristics of the 2021 Enacted Plan? Democratic voters tend to be geographically concentrated in the urban cores of several of the state's largest cities, including Charlotte, Raleigh, and Greensboro. As I have explained in my prior academic research, ${ }^{14}$ these large urban clusters of Democratic voters, combined with the common districting principle of drawing geographically compact districts, can sometimes result in urban districts that "naturally" pack together Democratic voters, thus boosting the Republican vote share of other surrounding suburban and rural districts.
96. More importantly, my prior academic research explained how I can estimate the precise level of electoral bias in districting caused by a state's unique political geography: I programmed a computer algorithm that draws districting plans using North Carolina's unique political geography, including the state's census population data and political subdivision boundaries. In this report, I have also programmed the algorithm to follow North Carolina's Adopted Criteria. I then analyzed the partisan characteristics of the simulated districting plans using North Carolina's precinct-level voting data from past elections (past elections that were themselves skewed towards Republicans). Hence, the entire premise of conducting districting simulations is to fully account for North Carolina's unique political geography, its political subdivision boundaries, and its districting criteria, as mandated by the General Assembly's Adopted Criteria.
97. This districting simulation analysis allowed me to identify how much of the

[^21]electoral bias in the 2021 Enacted Plan is caused by North Carolina's political geography and how much is caused by the map-drawer's intentional efforts to favor one political party over the other. North Carolina's natural political geography, combined with the Adopted Criteria, almost never resulted in simulated congressional plans containing 10 Republican-favoring districts out of 14 total districts.
98. The 2021 Enacted Plan's creation of 10 electorally safe Republican districts, which persists across a range of electoral outcomes, goes beyond any "natural" level of electoral bias caused by North Carolina's political geography or the political composition of the state's voters. The Enacted Plan is a statistical outlier in terms of its partisan characteristics when compared to the 1,000 computer-simulated plans and cannot be explained by North Carolina's natural political geography.
99. The two most Republican districts (CD-10 and CD-13) and the two most Democratic districts (CD-9 and CD-6) in the Enacted Plan were drawn to include more Democratic voters than virtually all of their counterpart districts in the 1,000 computer-simulated plans. Six other districts (CD-1, 3, 4, 11, 12, and 14) were drawn to be more heavily Republican than over $95 \%$ of their counterpart computer-simulated plan districts. Ten districts were drawn precisely to have Republican vote shares within the narrow range of $52.9 \%$ to $61.2 \%$-an outcome that never arises in the computer-simulated plans.
100. This extreme, additional level of partisan bias in the 2021 Enacted Plan can be directly attributed to the map-drawer's clear efforts to favor the Republican Party. This level of partisan bias was not caused by North Carolina's political geography.

## The Effect of the Enacted Plan Districts on Plaintiffs

101. I evaluated the congressional districts in which each Plaintiff would reside under the 1,000 computer-simulated maps using a list of geocoded residential addresses for the Plaintiffs that counsel for the Plaintiffs provided me. I used these geocoded addresses to identify the specific district in which each Plaintiff would be located under each computer-simulated plan, as well as under the Enacted Plan. I then compared the partisanship of each individual Plaintiff's Enacted Plan district to the partisanship of the Plaintiff's 1,000 districts from the 1,000 computer-simulated plans. Using this approach, I identify whether each Plaintiff's district is a partisan outlier when compared to the Plaintiff's 1,000 computer-simulated districts.
102. Figures 17 a and 17 b present the results of this analysis. These Figures list the individual Plaintiffs and describes the partisanship of each Plaintiff's district of residence in the Enacted Plan, as well as the partisanship of the district the Plaintiff would have resided in under each of the 1,000 simulated congressional plans. The first half of the plaintiffs are analyzed in Figure 17a, while the second half of the plaintiffs appear in Figure 17b.
103. To explain these analyses with an example, each row in Figure 17a corresponds to a particular individual Plaintiff. In the first row, describing Plaintiff Bobby Jones, the red star depicts the partisanship of the Plaintiff's Enacted Plan district (CD-2), as measured by its Republican vote share using the 2016-2020 Statewide Election Composite. The 1,000 gray circles on this row depict the Republican vote share of each of the 1,000 simulated districts in which the Plaintiff would reside in each of the 1,000 computer-simulated plans, based on that Plaintiff's residential address. In the margin to the right of each row, I list in parentheses how many of the 1,000 simulated plans would place the plaintiff in a more Democratic-leaning district (on the left) and how many of the 1,000 simulations would place the plaintiff in a more

Republican-leaning district (on the right) than the Plaintiff's Enacted Plan district. Thus, for example, the first row of Figure 17a reports that $99 \%$ of the 1,000 computer-simulated plans would place Plaintiff Bobby Jones in a more Republican-leaning district than his actual Enacted Plan district (CD-2). Therefore, I can conclude that Plaintiff Bobby Jones' Enacted Plan district is a partisan statistical outlier when compared to his district under the 1,000 simulated plans.

Figure 17a:
Plaintiffs' Districts in the SB 740 Plan and in $\mathbf{1 , 0 0 0}$ Computer-Simulated Plans


Figure 17b:
Plaintiffs' Districts in the SB 740 Plan and in 1,000 Computer-Simulated Plans

104. Figures 17 a and 17 b show that seven Plaintiffs residing in Republican-leaning districts under the Enacted Plan would be placed in a more Democratic-leaning district in over $95 \%$ of the computer-simulated plans: Donald M. MacKinnon (CD-10), Joshua Perry Brown (CD-10), Ronald Gray Osborne, Jr. (CD-7), Barbara Proffitt (CD-8), Mary Elizabeth Voss (CD13); David Brown (CD-11) and Lily Nicole Quick (CD-7). Additionally, six Plaintiffs residing in Democratic-leaning districts under the Enacted Plan would be placed in a more Republicanleaning district in over 95\% of the computer-simulated plans: Bobby Jones (CD-2), Kristiann Herring (CD-2), Sondra Stein (CD-6), Virginia Brien (CD-9), Jackson Dunn (CD-9), and Rebecca Harper (CD-6). Additionally, six Plaintiffs would be placed in a more Republican district in $99.9 \%$ or more of the simulated plans relative to their districts under the Enacted Plan: Ann Butzner (CD-14), Virginia Brien (CD-9), Jackson Dunn (CD-9), Mark Peters (CD-14), Kathleen Barnes (CD-14), Richard R. Crews (CD-14), and Rebecca Harper (CD-6).
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Figure A1: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans:
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Figure A2: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2016 Governor Election Results
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Figure A3: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2016 Lieutenant Governor Election Results


District's Republican Vote Share Measured Using the 2016 Lieutenant Governor election
(53.3\% Statewide Republican 2-Party Vote Share)

Figure A4: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2016 US President Election Results


Figure A5: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2016 US Senator Election Results


Figure A6: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2020 Attorney General Election Results


District's Republican Vote Share Measured Using the 2020 Attorney General election
(49.9\% Statewide Republican 2-Party Vote Share)

Figure A7: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2020 Governor Election Results


District's Republican Vote Share Measured Using the 2020 Governor election
(47.7\% Statewide Republican 2-Party Vote Share)

Figure A8: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2020 Lieutenant Governor Election Results


District's Republican Vote Share Measured Using the 2020 Lieutenant Governor election (51.6\% Statewide Republican 2-Party Vote Share)

Figure A9: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2020 US President Election Results


Figure A10: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2020 US Senator Election Results


Figure B1: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2016 Attorney General election
(49.7\% Statewide Republican 2-Party Vote Share)


Figure B2: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2016 Governor election (49.9\% Statewide Republican 2-Party Vote Share)
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Figure B3: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2016 Lieutenant Governor election (53.3\% Statewide Republican 2-Party Vote Share)


Figure B4: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2016 US President election (51.9\% Statewide Republican 2-Party Vote Share)
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Figure B5: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2016 US Senator election (53\% Statewide Republican 2-Party Vote Share)


Figure B6: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2020 Attorney General election
(49.9\% Statewide Republican 2-Party Vote Share)


Figure B7: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2020 Governor election (47.7\% Statewide Republican 2-Party Vote Share)

(47.7\% Statewide Republican 2-Party Vote Share)

Figure B8: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2020 Lieutenant Governor election (51.6\% Statewide Republican 2-Party Vote Share)


Figure B9: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2020 US President election ( $50.7 \%$ Statewide Republican 2-Party Vote Share)


Figure B10: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2020 US Senator election (50.9\% Statewide Republican 2-Party Vote Share)


Example of a Computer-Simulated Congressional Plan Protecting all 11 Incumbents


Table 1: Total Number of County Splits in the 2021 Enacted Plan

|  | County: | Congressional Districts: | Total County Splits: |
| :--- | :--- | :---: | :---: |
| 1 | Davidson | 7 and 10 | 1 |
| 2 | Guilford | 7,10 , and 11 | 2 |
| 3 | Harnett | 4 and 7 | 1 |
| 4 | Iredell | 10 and 12 | 1 |
| 5 | Mecklenburg | 8,9, and 13 | 2 |
| 6 | Onslow | 1 and 3 | 1 |
| 7 | Pitt | 1 and 2 | 1 |
| 8 | Robeson | 3 and 8 | 1 |
| 9 | Wake | 5,6, and 7 | 2 |
| 10 | Watauga | 11 and 14 | 1 |
| 11 | Wayne | 2 and 4 | 1 |
| Total County Splits: |  |  |  |

Figure 1:
Comparison of Total County Splits in Enacted SB 740 Plan and 1,000 Computer-Simulated Plans


Number of Counties Split Multiple Times in Enacted SB 740 Plan and 1,000 Computer-Simulated Plans


Number of Counties Split into Three or More Districts Within in Each Congressional Plan

Comparison of Total VTD Splits in Enacted SB 740 Plan and 1,000 Computer-Simulated Plans


Figure 3:

## Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans on Polsby-Popper and Reock Compactness Scores



Figure 4:
Comparisons of Enacted SB 740 Plan Districts to 1,000 Computer-Simulated Plans' Districts


District's Republican Vote Share Measured Using the 2016-2020 Statewide Election Composite (50.8\% Statewide Republican 2-Party Vote Share)

## Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans On Number of Mid-Range Republican Districts



Number of Mid-Range Republican Districts with $52.9 \%$ to $61.2 \%$ Republican Vote Share Within Each Plan Using the 2016-2020 Statewide Election Composite
( $50.8 \%$ Statewide Republican 2-Party Vote Share)

Figure 6:

## Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans On Number of Competitive Districts



Number of Competitive Districts with $47.5 \%$ to $52.5 \%$ Republican Vote Share Within Each Plan Using the 2016-2020 Statewide Election Composite
(50.8\% Statewide Republican 2-Party Vote Share)
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Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans


Figure 8:
Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans
on Mean-Median Difference and Compactness


Figure 9:

## Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans on Mean-Median Difference and Efficiency Gap



## Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans on Lopsided Margins Measure and Mean-Median Difference



Figure 11:
Comparisons of SB 740 Enacted Plan to 1,000 Computer-Simulated Plans On Partisan Symmetry Based on Uniform Swing


Number of Republican-Favoring Districts in a Hypothetical Statewide Tied (50\%-50\%) Election
(Applying a -0.8\% Uniform Swing to the 2016-2020 Statewide Election Composite)

Figure 12: Piedmont Triad Area: Comparison of Individual Districts' Republican Vote Shares in the SB $\mathbf{7 4 0}$ Plan and in 1,000 Computer-Simulated Plans

Legend:
1,000 Computer-Simulated Plans

* SB 740 Enacted Plan

The District in Each Plan Containing the Most of Greensboro's Population:


The District in Each Plan Containing the Most of High Point's Population:


- Ex. 4500 -

Figure 13: Piedmont Triad Area:
Comparison of Individual Districts' Compactness Scores in the SB 740 Plan and in 1,000 Computer-Simulated Plans

Legend:

- 1,000 Computer-Simulated Plans
* SB 740 Enacted Plan

The District in Each Plan Containing the Most of Greensboro's Population:


The District in Each Plan Containing the Most of High Point's Population:


The District in Each Plan Containing the Most of Burlington's Population:



The District in Each Plan Containing the Most of Winston-Salem's Population:


Figure 14: Research Triangle Area:

## Comparison of Individual Districts' Republican Vote Shares

 in the SB 740 Plan and in 1,000 Computer-Simulated Plans

Figure 15: Research Triangle Area: Comparison of Individual Districts' Compactness Scores in the SB 740 Plan and in $\mathbf{1 , 0 0 0}$ Computer-Simulated Plans


Figure 16: Mecklenburg County:
Comparison of Individual Districts' Republican Vote Shares in the SB 740 Plan and in $\mathbf{1 , 0 0 0}$ Computer-Simulated Plans


## Figure 17a:

Plaintiffs' Districts in the SB 740 Plan and in 1,000 Computer-Simulated Plans


Plaintiffs' Districts in the SB 740 Plan and in $\mathbf{1 , 0 0 0}$ Computer-Simulated Plans


Figure A1: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans:


District's Republican Vote Share Measured Using the 2016 Attorney General election
(49.7\% Statewide Republican 2-Party Vote Share)

Figure A2: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2016 Governor Election Results


District's Republican Vote Share Measured Using the 2016 Governor election
(49.9\% Statewide Republican 2-Party Vote Share)

Figure A3: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2016 Lieutenant Governor Election Results


District's Republican Vote Share Measured Using the 2016 Lieutenant Governor election
(53.3\% Statewide Republican 2-Party Vote Share)

Figure A4: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2016 US President Election Results


Figure A5: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2016 US Senator Election Results


Figure A6: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2020 Attorney General Election Results


District's Republican Vote Share Measured Using the 2020 Attorney General election
(49.9\% Statewide Republican 2-Party Vote Share)

Figure A7: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2020 Governor Election Results


District's Republican Vote Share Measured Using the 2020 Governor election
(47.7\% Statewide Republican 2-Party Vote Share)

Figure A8: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2020 Lieutenant Governor Election Results


District's Republican Vote Share Measured Using the 2020 Lieutenant Governor election
(51.6\% Statewide Republican 2-Party Vote Share)

Figure A9: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2020 US President Election Results


Figure A10: Comparison of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans: Districts' Republican Vote Share Measured Using the 2020 US Senator Election Results


Figure B1: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2016 Attorney General election (49.7\% Statewide Republican 2-Party Vote Share)


Figure B2: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2016 Governor election (49.9\% Statewide Republican 2-Party Vote Share)


Figure B3: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2016 Lieutenant Governor election (53.3\% Statewide Republican 2-Party Vote Share)


Number of Districts With Over 50\% Republican Vote Share in the 2016 Lieutenant Governor election (53.3\% Statewide Republican 2-Party Vote Share)

Figure B4: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2016 US President election (51.9\% Statewide Republican 2-Party Vote Share)


Figure B5: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2016 US Senator election (53\% Statewide Republican 2-Party Vote Share)


Figure B6: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2020 Attorney General election (49.9\% Statewide Republican 2-Party Vote Share)


Figure B7: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2020 Governor election (47.7\% Statewide Republican 2-Party Vote Share)


Figure B8: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2020 Lieutenant Governor election (51.6\% Statewide Republican 2-Party Vote Share)


Number of Districts With Over 50\% Republican Vote Share in the 2020 Lieutenant Governor election (51.6\% Statewide Republican 2-Party Vote Share)

Figure B9: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2020 US President election (50.7\% Statewide Republican 2-Party Vote Share)


Figure B10: Comparisons of Enacted SB 740 Plan to 1,000 Computer-Simulated Plans Number of Districts With Over 50\% Republican Vote Share in the 2020 US Senator election (50.9\% Statewide Republican 2-Party Vote Share)
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## 1 Qualifications

I am an associate professor in the department of Mathematical Sciences at Carnegie Mellon University, where I have been a member of the faculty since 2013. I received my Ph.D. in Mathematics from Rutgers University in 2010 under the supervision of József Beck, and I am an expert on stochastic processes and discrete probability. My research has been funded by the National Science Foundation and the Sloan Foundation. A current CV with a list of publications is attached as Exhibit A. A list of my publications with links to online manuscripts is also available at my website at http://math.cmu.edu/~wes.

I am an expert on the use of Markov Chains for the rigorous analysis of gerrymandering, and have published papers ${ }^{[1]}$ developing techniques for this application in Proceedings of the National Academy of Sciences and Statistics and Public Policy, hereafter referred to by [CFP] and [CFMP], respectively.

I testified as an expert witness in the League of Women Voters of Pennsylvania v. Commonwealth of Pennsylvania case in which the 2011 Congressional districting was found to be an unconstitutional partisan gerrymander, and as well as the Common Cause v. Lewis case in North Carolina. I previously served as a member of the bipartisan Pennsylvania Redistricting Reform Commission under appointment by the governor. I am being compensated at a rate of $\$ 325$ per hour for my work on the current case.

## 2 Executive Summary

I was asked to analyze whether the proposed Congressional, state House, and state Senate districtings of North Carolina were drawn in a way which made extreme use of partisan considerations.

To conduct my analysis, I take the enacted plan as a starting point and make a sequence of many small random changes to the district boundaries. This methodology is intended to detect whether the district lines were carefully drawn to optimize partisan considerations; in particular, if the plans in question were not intentionally drawn to maximize partisan advantage, then making random changes should not significantly decrease the plan's partisan bias.

Specifically, my method begins with the enacted plan and uses a Markov Chain-a sequence of random changes - to generate trillions of comparison districtings against which I compare the enacted plans. These comparison districtings are generated by making a sequence of small random changes to the enacted plans themselves, and preserve districting criteria such as population deviation, compactness, and splitting of counties, municipalities, and precincts, among other criteria (a complete list is given in Section 4.3.1).

The analysis I conduct of the enacted plan using this data has two levels. The first level of my analysis consists simply of comparing the partisan properties of the enacted plans to the large sets of comparison maps produced by my Markov Chain, and I report how unusual the enacted plans are with respect to their partisan properties, against this comparison set. Quantitatively, for the enacted Congressional, House, and Senate plans, I find that they have a greater partisan bias than $99.99999 \%, 99.99999 \%$, and $99.97 \%$ of the trillions of districtings produced by my algorithm, respectively.

The next level of my analysis uses the mathematical theorems I have developed with my co-authors in [CFP] and [CFMP] to translate the results of the above comparison into a statement about how the enacted plans compare against all other districtings of North Carolina satisfying the districting criteria I consider in this report. In other words, the theorem that I use in the second level analysis allows me to compare the enacted plan against not only the trillions of plans that my simulations produce through making small random changes, but also against all other possible districtings of North Carolina satisfying the districting criteria I consider.

Consider the following: when I make a sequence of small random changes to an enacted plan as described above, this can be viewed as a test of whether the partisan bias in the current districting is fragile, in the sense that it evaporates when the boundary lines of the district are perturbed. As discussed in Section B, our

- M. Chikina, A. Frieze, W. Pegden. Assessing significance in a Markov Chain without mixing, in Proceedings of the National Academy of Sciences 114 (2017) 2860-2864
- M. Chikina, A. Frieze, J. Mattingly, W. Pegden. Separating effect from significance in Markov chain tests, in Statistics and Public Policy 7 (2020) 101-114.
theorems in [CFP] and [CFMP] establish that it is mathematically impossible for the political geography of a state to cause such a result. That is: while political geography might conceivably interact with districting criteria to create a situation where typical districtings of a state are biased in favor of one party, it is mathematically impossible for the political geography of a state to interact with districting criteria to create a situation where typical districtings of a state appear to be optimized for partisan bias, in the sense that their bias is fragile and evaporates when small random changes are made. This allows us to rigorously demonstrate that a districting is optimized for partisanship, and is an outlier among all districtings of a state satisfying the criteria I consider, with respect to this property.

Quantitatively, my second-level analysis establishes that the enacted plans here are more optimized for partisanship than $99.9999 \%$ of all possible Congressional districtings satisfying the districting criteria I account for in my analysis, more than $99.9999 \%$ of all possible House districtings satisfying those criteria, and more than $99.9 \%$ of all Senate districtings satisfying those criteria. Thus the chance of drawing districtings that are as optimized with respect to their partisan properties as the current House and Senate districtings of North Carolina without using partisan considerations is exceedingly small.

In particular, I find that North Carolina's Congressional, House and Senate districtings were drawn in a way which made extreme use of partisan considerations, a finding which is mathematically impossible to be caused by the interaction of political geography and the districting criteria I consider.

## 3 Topic of Expert Report

The question motivating my analysis in this case is: "How significant a role did partisanship play in the drawing of the enacted Congressional, House and Senate districts of North Carolina?"

My analysis approaches this question in a rigorous and quantifiable way. In short, I identify how much of an outlier the present districting lines are, with respect to how carefully they are drawn to line up with partisan goals. A priori, it is possible that political geography might conceivably interact with districting criteria to bias typical districtings for one party or another. But my analysis provides a rigorous quantifiable answer to the question of the extent to which partisanship was used in the districting process, whose validity does not depend on the political geography of North Carolina.

Apart from whole-state analyses of the enacted Congressional, House and Senate plans of North Carolina, I was also asked to conduct separate analyses of the following specific House and Senate clusters:

## House:

- Mecklenburg
- Wake
- Forsyth-Stokes
- Guilford
- Buncombe
- Pitt
- Duplin-Wayne
- Alamance
- Durham-Person
- Cumberland
- Cabarrus-Davie-Rowan-Yadkin
- Brunswick-New Hanover


## Senate:

- Iredell-Mecklenburg
- Granville-Wake
- Forsyth-Stokes
- Cumberland-Moore
- Guilford-Rockingham


## 4 Quantifying intentional and excessive use of partisanship

My approach begins with a simple idea: I make small random changes to the boundaries of enacted plans (while maintaining districting criteria) and study the effect this has on the partisan bias of the map. More specifically:

- I begin from the enacted plan I am evaluating, and then repeatedly:

1. Randomly select a geographical unit (e.g., a voting precinct) on the boundary of two districts, and check: if I change which district this geographic unit belongs to, will the resulting districting still satisfy the districting criteria laid out in Section 4.3.1? If so, I make the change.
2. Using historical voting data as a proxy for partisan voting patterns, evaluate the partisanship of the districting resulting from the previous step.

- These two steps are repeated many times, resulting in a sequence of districtings, each produced by a small random change to the districting preceding it, with the enacted map I am evaluating as the starting point for the sequence.

This procedure is implemented as a computer algorithm which carries out trillions of the above steps for a districting map.

### 4.1 First level analysis

The first level of my analysis simply uses the above procedure to generate a large set of comparison districtings against which one can compare the enacted plan. For example, for the Congressional districting, I conducted 32 runs of the above procedure. A "run" in this context consists of a single consecutive sequence of small random changes to the enacted plan, producing a set of comparison districtings. For example, for the Congressional districting, each run consisted of carrying out Steps 1 and 2 in the procedure above $2^{40} \approx 1$ trillion times. As discussed in later sections, these comparison maps adhere to districting criteria in ways that constrain them to be similar in several respects to the enacted map being evaluated. For example, the comparison districtings will preserve the same counties and municipalities preserved by the enacted plan.

In total for this districting, I conducted 32 such runs. I then show the results of these runs in a table, like this:

| Congressional districting |  |  |  |  |  |  |  |
| :--- | :--- | :---: | :---: | :--- | :--- | :--- | :--- |
| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| 1 | $99.9999947 \%$ | 9 | $99.9999909 \%$ | 17 | $99.9999955 \%$ | 25 | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| 2 | $99.999968 \%$ | 10 | $99.99999966 \%$ | 18 | $99.9999973 \%$ | 26 | $99.999995 \%$ |
| 3 | $99.9999988 \%$ | 11 | $99.9999943 \%$ | 19 | $99.99999972 \%$ | 27 | $99.99999977 \%$ |
| 4 | $99.99999931 \%$ | 12 | $99.999988 \%$ | 20 | $99.9999999981 \%$ | 28 | $99.99999979 \%$ |
| 5 | $99.99999999927 \%$ | 13 | $99.999988 \%$ | 21 | $99.9999999962 \%$ | 29 | $99.9999981 \%$ |
| 6 | $99.9999959 \%$ | 14 | $99.9999987 \%$ | 22 | $99.99999919 \%$ | 30 | $99.9999941 \%$ |
| 7 | $99.99999984 \%$ | 15 | $99.999996 \%$ | 23 | $99.9999908 \%$ | 31 | $99.99999901 \%$ |
| 8 | $99.9999999947 \%$ | 16 | $99.999985 \%$ | 24 | $99.999981 \%$ | 32 | $99.9999969 \%$ |

For example, we see here that in the first run, $99.9999947 \%$ of the comparison districtings exhibited less Republican bias than the enacted Congressional districting. Moreover, in every run, more than $99.999968 \%$ of the comparison districtings exhibited less Republican bias than the enacted plan.

The first level of my analysis simply reports this comparison of the enacted map to the comparison districtings produced in these runs. Even without applying the mathematical theorems we have developed in [CFP] and [CFMP], this gives strong, intuitively clear evidence that the district lines were intentionally drawn to optimize partisan advantage in the enacted plan: if the districting had not been drawn to carefully optimize its partisan bias, we would expect naturally that making small random changes to the districting would not have such a dramatic and consistent partisan effect.

### 4.2 Second level analysis

In the first level of my analysis, I compare enacted plans to comparison districtings produced by my algorithm (which makes random changes to the existing map while preserving districting criteria).

The next level of my analysis goes further than this, and enables a rigorous comparison to all alternative districtings of North Carolina satisfying the districting criteria I consider here. It does this by comparing how "optimized for partisanship" an evaluated plan is to how "optimized for partisanship" alternative plans are.

### 4.2.1 Defining "optimized for partisanship"

Roughly speaking, when I say that a districting is optimized for partisanship, I mean that its partisan characteristics are highly sensitive to small random changes to the boundary lines.

Formally, when I say that a districting is optimized for partisanship in this report, I mean that there is a high probability that when I make small random changes to the districting, its partisanship will be an extreme outlier among the comparison maps produced by the small random changes.

The yardstick I use to measure this property of a given map is the $\varepsilon$-fragility of a map. Given a small threshold $\varepsilon$-for example, $00.000031 \%$, for the analysis of the Congressional districting given above-I can ask: what is the probability that when I make a sequence of small random changes to the map, the map will be in the most extreme $\varepsilon$ fraction of maps encountered in the sequence of random changes? The probability of this occurrence is the $\varepsilon$-fragility of the map, and it is this probability that I use to quantify how optimized for partisanship a map appears to be.

In other words, one districting is considered more optimized for partisanship than another if it is more likely to have its partisan bias consistently reduced when making a random sequence of small changes to its boundary lines.

### 4.2.2 Comparing an enacted plan to the set of all alternatives

My analysis enables a rigorous comparison of an enacted plan to all possible districting plans of the state satisfying the districting criteria I consider, with respect to how optimized for partisanship the districtings are. I can report the maximum fraction of all such possible redistricting plans which could appear as optimized for partisanship as the enacted plan, in the sense of the test described above. For example, I report that the enacted Congressional districting of North Carolina is among the most optimized-forpartisanship $00.000031 \%$ of all possible House districtings of North Carolina satisfying the districting criteria I consider here, as measured by it's $\varepsilon$-fragility.

My method produces a rigorous $p$-value (statistical significance level) which precisely captures the confidence one can have in the findings of my "second level" analyses. In particular, for my statewide analyses, my second-level claims are all valid at a statistical significance of $p=.002$. This means that the probability that I would report an incorrect number (for example, claiming that a districting is among the most optimized-for-partisanship $00.01 \%$ of all districtings, when in fact it is merely among the most $00.015 \%$ optimized-for-partisanship) is at most $00.2 \%$. To put this in context, clinical trials seeking regulatory approval for new medications frequently target a significance level of $p=.05$ (5\%), a looser standard of statistical significance than I hold myself to in this report.

### 4.2.3 Some intuition for why this is possible

It may seem remarkable that I can make a rigorous quantifiable comparison to all possible districtings, without actually generating all such districtings; this is the role of our theorems from [CFP] and [CFMP], which have simple proofs which have been verified by the mathematical community.

To give some nontechnical intuition for why this kind of analysis is possible, these results roughly work by showing that in a very general sense, it is not possible for an appreciable fraction of districtings of a state to appear optimized for partisanship in the sense defined in Section 4.2.1. In other words, it is mathematically impossible for any state, with any political geography of voting preferences and any choice of districting criteria, to have the property that a significant fraction of the possible districtings of the state satisfying the chosen districting criteria appear optimized for partisanship (as measured by their $\varepsilon$-fragility).

### 4.3 Implementation details

Here I specify the particulars of the random changes my algorithm makes to a map, my implementation of districting criteria, and my method of comparing the partisanship of a districting to that of districtings encountered on the sequence of random changes.

### 4.3.1 Districting criteria

All comparison maps produced by my algorithm are required to satisfy the following districting criteria:
(a) Contiguity: I require comparison districtings to contain only contiguous districts.
(b) Compact districts: I require comparison districtings to be at least as compact as the enacted plan being evaluated, up to an error of $5 \%$. Districting compactness is quantified by taking the average, over each district, of the ratio of the perimeter squared to the area (Polsby-Popper reciprocal).
(c) County clusters: For the House and Senate plans, I require comparison maps to respect the same county clustering as used by the enacted House and Senate plans.
(d) Country traversals: I require comparison districts to not contain more county traversals than the enacted plan. Additionally, I constrain the total length of all district boundary which is not also county boundary to be at most that of the enacted map, up to an error of $5 \%$.
(e) Municipality preservation: There are at most as many municipal splits as in the enacted plan.
(f) VTD preservation: The total number of VTD splits in comparison districtings must not exceed the total number of VTD splits in the enacted plan.
(g) Incumbency protection: Any incumbent who, in the enacted plan, is not paired with any other incumbent must remain unpaired in the comparison districtings.
(h) Population deviation: For House and Senate districtings, I require comparison districtings to have district populations within $5 \%$ of the ideal district population. For the Congressional districting, I use a $2 \%$ threshold in my main analysis. I discuss robustness of my Congressional analysis to differences in population criteria in Section 5.0.2. Population is measured by the 2020 decennial Census.

### 4.3.2 A conservative application of the criteria

It is important to note that my analysis is designed to avoid second-guessing the mapmakers' choices in how they implemented the districting criteria. In particular, while it is reasonable to ask whether the mapmakers could have drawn districtings which adhered better to nonpartisan criteria (more compact, preserving more municipalities, etc), my approach is different, and much more conservative.

In particular, my analysis asks the question: even if we accept that the mapmakers have made appropriate choices with respect to nonpartisan criteria such as compactness, population deviation, municipality preservation, incumbency protection, and so on, does their plan nevertheless stand out with respect to its partisan qualities?

Note that, for example, I choose my compactness threshold within $5 \%$ of value of the enacted map. And with respect to incumbents, I do not try to protect as many incumbents as are protected in the enacted map, but exactly the same incumbents as protected by the mapmakers. With respect to municipality preservation, I am not trying to answer the question: "if the mapmakers had tried to preserve more municipalities, would this have resulted in a more favorable districting for Democrats?" Instead, I am asking, among all alternative districtings of North Carolina with the same nonpartisan characteristics as the enacted maptheir compactness, how many municipalities they preserve, etc.-whether the enacted plan is an extreme outlier with respect to the extent to which it is optimized for partisanship.

## 5 Random Changes

As described earlier, my method involves making small random changes to a map. For example, depicted here is a small random change made to the enacted House districting within the Guilford county cluster:


The geographical units used for these small random changes in this district are voting tabulation districtsVTDs. In particular, at each step of the sequence of random changes for the house districting within Guilford county, I move a randomly VTD that is at the boundary of two districts from one of those districts to the other (unless it would violate the constraints laid out in Section 4.3.1.

For House and Senate clusters that split VTDs, my analysis operates below the VTD level. In particular, my procedure in these case manipulates sub-VTD units (referred to hereafter as geounits). These are compact combinations of Census Blocks which respect VTD and district lines and contain on average approximately 1000 people. In particular, there are an average of around 4 geounits per VTD. In the following example from the Granville-Wake senate districting, we see an example of a random change at the geounit level:


The thick white lines here indicate current VTD boundaries. A geounit within an already broken VTD has changed district membership. When analyzing any districting at the below-VTD level, my algorithm constrains comparison maps to split at most as many VTDs as the enacted map.

For my whole-state analyses, my algorithm operates at the VTD level. This means that the algorithm is prohibited from splitting any VTD's not split in the enacted map. In Section C, I include runs where the Congressional districting is analyzed at the geounit level.

In each run, my chain generates comparison maps from a given enacted plan by making billions or trillions of these small changes to the enacted plan, while preserving districting criteria in specific ways chosen by the mapmakers, as discussed in Section 4.3.2.

These random changes can be either be made one-at-a-time or with several steps made simultaneously; the latter allows comparison maps to be generated when any single move would lead to a violation of the constraints laid out in Section 4.3 .1 (e.g., because population would become too imbalanced), but combinations of moves can be found which would preserve all these criteria. My mathematical analysis applies equally well when using these "multi-move swaps" and I could analyze all clusters in this way if I wanted to, but
the algorithm is slower in this mode. In general, in the interest of efficiency, I conduct all state-level analysis with single-move swaps, cluster-level VTD-level runs with multi-move swaps, and cluster-level geounit runs with single-move swaps, but additionally use multi-move swaps any time it enables the algorithm to generate more comparison maps.

Technical details of my implementation of these multi-moves are found in Appendix A. A related implementation detail for VTD splitting is also discussed there.

### 5.0.1 The seats expected metric for comparing districtings

As described in Section 4.2.1, my definition of optimized for partisanship involves comparing the partisanship of an enacted plan to the partisanship of comparison districtings produced from it by a sequence of random changes. Here I describe the seats expected metric of partisanship I use for this comparison throughout this report. In short, the seats expected metric for the districting is the average number of seats Democrats would expect to win in the districting, based on a uniform swing model with the historical voting data I use.

The uniform swing is a simple model frequently used to make predictions about the number of seats a party might win in an election, based on partisan voting data. Suppose, for example, that given data from the last North Carolina House election, we would like to predict how many seats Democrats will win in an upcoming House election (with the same districting), assuming that at a statewide level, we expect them to outperform by 1.5 percentage points their results from the last election.

A uniform swing would simply add 1.5 percentage points to Democrat performance in every district in data from the last election, and then evaluate how many seats would be won with these shifted voting outcomes.

When I am evaluating the partisanship of a comparison districting (to compare it to the enacted plan), I am interested in the number of seats we expect Democrats might win in the districting, given unknown shifts in partisan support. In particular, the metric I use is:

How many seats, on average, would Democrats win in the given districting, if a random uniform swing is applied to the historical voting data being used?

As an example, let us consider the enacted Congressional plan, using the 2020 Attorney General election as a proxy for partisan voting patterns. Using these results as a direct proxy for future voting patterns, the enacted map would produce a $4: 10$ split of Democrat:Republican seats. If the Democrat vote share was increased by $1.68 \%$ in every district, the split would change to $5: 9$, and if it was increased by $3.05 \%$, the split would rise to $6: 8$.

The random choice of my uniform swing is made from a normal distribution whose standard deviation is 4 percentage points, which is roughly the standard deviation of the swing in the past five North Carolina gubernatorial elections. Figure 1 visualizes the probabilities that this distribution assigns to the various seat splits which would arise from the enacted Congressional map under uniform swings of the 2020 Attorney General election:


Figure 1: A normally distributed uniform swing applied to the enacted Congressional districting.

In particular, we can list the probability of any number of Democratic seats for the enacted Congressional plan according to this uniform swing model using the 2020 Attorney General race:

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0.0 \%$ | $0.0 \%$ | $0.0 \%$ | $19 \%$ | $48 \%$ | $11 \%$ | $15 \%$ | $1.3 \%$ | $1.3 \%$ | $0.1 \%$ | $0.5 \%$ | $1.2 \%$ | $2.0 \%$ | $0.1 \%$ | $0.9 \%$ |

The weighted average of these seat outcomes is computed as

$$
\begin{array}{r}
.19 \times 3+.48 \times 4+.11 \times 5+.15 \times 6+.013 \times+.013 \times 8+.001 \times 9+.005 \times 10+.012 \times 11+.02 \times 12 \\
+.001 \times 13+.009 \times 14=4.69 \tag{1}
\end{array}
$$

This "seats expected" number for the Congressional plan shows up in our analysis page for the Congressional districting (page 13), in a histogram we reproduce here for the purpose of illustration:
 seats expected

It is important to note that my method does not evaluate the fairness of a districting by whether it produces a "small" or "large" number of seats for one party, or whether the uniform swing score calculated in this way is lower or higher than would be expected in a system of proportional representation. Instead, this score is merely a metric used to compare one map to another. The only way these scores are used in my method is to evaluate which of two maps may be more advantageous to a particular political party, and when I find that a districting made extreme use of partisan consideration, it means that the enacted map is extreme outlier with respect to how optimized for partisanship it is compared to the set of alternative comparison districtings of North Carolina satisfying the districting criteria I impose.

### 5.0.2 Note on Population Deviation

My method does not simulate the results of hypothetical elections at the per-person level, and I do not enforce 1-person population deviation on Congressional districts. Instead, I use a cutoff $2 \%$, as described above. I verify that the distinction between 1-person and $2 \%$ population deviation do not drive the results of my analysis in two ways.

First, in Section C, I show a run of my whole Congressional analysis exactly the same way but with a $1 \%$ population deviation constraint and obtain similar results. I also show a geounit-level analysis which operates at just $0.5 \%$ population deviation and still finds the enacted plan to be an extreme outlier.

Second, I analyze a coarse VTD-level version of the enacted map (itself with nearly $2 \%$ population deviation), and show that even this coarse version of the enacted map is an extreme outlier with respect to partisan bias, before small changes are made to it to produce the enacted 1-person-deviation map. This demonstrates that the coarse VTD-level "blueprint" for the map is an extreme outlier, optimized for partisan considerations, among alternative VTD-level maps with similar population deviation, even before the small changes used to achieve 1-person deviation are accounted for.

Finally, I note that by design, the seats-expected metric I use is not sensitive to the kinds of small changes that need to be made to districts to equalize population. This can already be seen by comparing the seats-expected metric for the enacted Congressional plan to the "VTD-level blueprint" version we analyze in Section C.8. As calculated above, the enacted map, with 1-person popluation deviation, scores 4.69 on the seats expected metric. The whole-VTD level blueprint, which has $1.8 \%$ population deviation, scores 4.70 by the same metric, as seen in the plot in C.8. This difference of 0.01 is much smaller than the sizes of differences in the seats-expected metric that are driving the results in my report.

### 5.1 A note on comparing results

For my cluster-by-cluster analysis of the House and Senate districtings, we will see that even among clusters for which we find that the enacted plan is an extreme outlier, there is quite a bit of variation from cluster to cluster for how extreme an outlier we find the enacted plan to be.

For example, in our second-level analysis of the Guilford county house districting, we find that it is among the most optimized-for-partisanship $00.000089 \%$ of all alternative districtings of the county satisfying our districting criteria, while for the Mecklenburg county districting, we find that it is among the most optimized-for-partisanship $5 \%$ of districtings.

Because it is tempting to compare results from cluster to cluster, it is important to emphasize that the mathematical results we employ in these findings are one-directional. In particular, while they imply that the Mecklenburg cluster is among the most optimized-for-partisanship $5 \%$ of districtings, they do not imply that it could not also be among the most optimized-for-partisanship $00.000089 \%$.

What we know from my analysis is that we have extreme statistical certainty that the Guilford cluster districting is among the most optimized-for-partisanship $00.000089 \%$ of all districtings satisfying the criteria I consider, and we have extreme statistical certainty that the Mecklenburg cluster is among the most optimized-for-partisanship $5 \%$ of all districtings satisfying the criteria. The Mecklenburg cluster may be even more of an outlier, but my analysis does not address this latter question in either direction.

It should also be noted that it is natural to expect that my very conservative application of the districting criteria (discussed in Section 4.3.2) will affect some clusters more than others. In some clusters (e.g., Duplin/Wayne), it even prevents any comparison districtings from being generated by my algorithm at all. Of course, this should not seen as settling in either direction the question of whether the enacted map of the Duplin/Wayne cluster is gerrymandered.

## 6 Results of Analysis

The following pages show the results of my analysis for the enacted Congressional, state House, and state Senate districting plans.

Each page has the following components:

## Comparison map examples

I show four maps in each case. The first map is the enacted map. The other three are examples of comparison maps used by by method. In each case, these maps are either the final map from runs 1,2 and 3 , or, from just the first run, the last map, the map from the halfway point of the run, and the run from the $25 \%$ point of the run.

## Results

Under results I show a table, with an entry for each run conducted for the districting. The table shows the fraction of maps in that run that exhibited less partisan bias in favor of Republicans than the enacted map under evaluation. In particular, this is the fraction of maps for which the "seats expected" metric was higher than for the enacted map. For example, on the next page, we will see that in the first run, $99.9999947 \%$ of comparisons exhibited less partisan bias in favor of Republicans than the enacted plan.

Below this table I show a histogram which plots the number of comparison maps whose "seats expected" value fell in various ranges. For example, on the next page, we see that $10.6 \%$ of comparison maps had a seats-expected value between 5.8 and 5.9. The histogram also shows the seats-expected value for the enacted map, which for the Congressional districting is 4.69. Note that the computation of this value 4.69 was illustrated earlier in Section 5.0.1. The same computation can be applied to every comparison map to build the histogram of resulting seats-expected values.

I present in each case a First-level analysis, which is simply a summary of the how the enacted map compares to the set of comparison districtings generated by my algorithm. For example, for the Congressional map, we will see that in every one of the 32 runs I conducted, $99.999968 \%$ of maps produced exhibited less partisan bias than the enacted map itself.

After this I present the Second-level analysis, which is a rigorous evaluation of how the enacted map compares to all alternative districtings of North Carolina satisfying the districting criteria I consider here. For example, for the Congressional districting as evaluated on the next page, we see that it is more optimized-for-partisanship than $99.999905 \%$ of all alternative districtings of North Carolina satisfying the criteria I impose as outlined in Section 4.3.1.

### 6.1 Congressional districting

### 6.1.1 Comparison map examples



### 6.1.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9999947 \%$ | 9 | $99.9999909 \%$ | 17 | $99.9999955 \%$ | 25 | $99.999995 \%$ |
| 2 | $99.999968 \%$ | 10 | $99.99999966 \%$ | 18 | $99.9999973 \%$ | 26 | $99.9999961 \%$ |
| 3 | $99.9999988 \%$ | 11 | $99.9999943 \%$ | 19 | $99.99999972 \%$ | 27 | $99.99999977 \%$ |
| 4 | $99.99999931 \%$ | 12 | $99.999988 \%$ | 20 | $99.9999999981 \%$ | 28 | $99.99999979 \%$ |
| 5 | $99.99999999927 \%$ | 13 | $99.999988 \%$ | 21 | $99.9999999962 \%$ | 29 | $99.9999981 \%$ |
| 6 | $99.9999959 \%$ | 14 | $99.9999987 \%$ | 22 | $99.99999919 \%$ | 30 | $99.9999941 \%$ |
| 7 | $99.9999984 \%$ | 15 | $99.999996 \%$ | 23 | $99.9999908 \%$ | 31 | $99.99999901 \%$ |
| 8 | $99.9999999947 \%$ | 16 | $99.999985 \%$ | 24 | $99.999981 \%$ | 32 | $99.9999969 \%$ |



- First level analysis: In every run, the districting was in the most partisan $0.000031 \%$ of districtings (in other words, $99.999968 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted House districting is among the most optimized-for-partisanship $0.000094 \%$ of all alternative districtings of North Carolina satisfying my districting criteria (in other words, $99.999905 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.000031 \%$.


### 6.2 House districting

### 6.2.1 Comparison map examples



### 6.2.2 Results

| Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 99.999999985\% | 9 | 99.99999957\% | 17 | 99.9999989\% | 25 | 99.9999989\% |
| 2 | 99.99999942\% | 10 | 99.99999904\% | 18 | 99.99999966\% | 26 | 99.9999918\% |
| 3 | 99.99999997\% | 11 | 99.9999984\% | 19 | 99.99999982\% | 27 | 99.99999984\% |
| 4 | 99.9999969\% | 12 | 99.9999986\% | 20 | 99.9999986\% | 28 | 99.9999988\% |
| 5 | 99.9999975\% | 13 | 99.99999989\% | 21 | 99.9999935\% | 29 | 99.99999987\% |
| 6 | 99.9999999959\% | 14 | 99.99999996\% | 22 | 99.9999999967\% | 30 | 99.99999908\% |
| 7 | 99.999999985\% | 15 | 99.9999984\% | 23 | 99.9999975\% | 31 | 99.9999966\% |
| 8 | 99.999999951\% | 16 | 99.99999954\% | 24 | 99.999999939\% | 32 | 99.999999939\% |



- First level analysis: In every run, the districting was in the most partisan $0.0000081 \%$ of districtings (in other words, $99.9999918 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.000024 \%$ of all alternative districtings of North Carolina satisfying my districting criteria (in other words, $99.999975 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.0000081 \%$.


### 6.3 Senate districting

### 6.3.1 Comparison map examples



### 6.3.2 Results

| Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 99.988\% | 9 | 99.9974\% | 17 | 99.9977\% | 25 | 99.998\% |
| 2 | 99.9988\% | 10 | 99.9958\% | 18 | 99.9987\% | 26 | 99.9948\% |
| 3 | 99.9938\% | 11 | 99.9985\% | 19 | 99.9988\% | 27 | 99.987\% |
| 4 | 99.9981\% | 12 | 99.9957\% | 20 | 99.978\% | 28 | 99.9988\% |
| 5 | 99.9929\% | 13 | 99.988\% | 21 | 99.9982\% | 29 | 99.9979\% |
| 6 | 99.9916\% | 14 | 99.989\% | 22 | 99.9978\% | 30 | 99.9981\% |
| 7 | 99.9957\% | 15 | 99.9974\% | 23 | 99.9976\% | 31 | 99.99914\% |
| 8 | 99.9973\% | 16 | 99.997\% | 24 | 99.9975\% | 32 | 99.9978\% |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.021 \%$ of districtings (in other words, $99.978 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.065 \%$ of all alternative districtings of North Carolina satisfying my districting criteria (in other words, $99.934 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=$ $0.021 \%$.


### 6.4 House Cluster: Buncombe

### 6.4.1 Comparison map examples



### 6.4.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.979 \%$ | 9 | $99.979 \%$ | 17 | $99.979 \%$ | 25 | $99.98 \%$ |
| 2 | $99.98 \%$ | 10 | $99.98 \%$ | 18 | $99.979 \%$ | 26 | $99.979 \%$ |
| 3 | $99.98 \%$ | 11 | $99.98 \%$ | 19 | $99.98 \%$ | 27 | $99.979 \%$ |
| 4 | $99.98 \%$ | 12 | $99.98 \%$ | 20 | $99.98 \%$ | 28 | $99.98 \%$ |
| 5 | $99.98 \%$ | 13 | $99.98 \%$ | 21 | $99.98 \%$ | 29 | $99.98 \%$ |
| 6 | $99.979 \%$ | 14 | $99.98 \%$ | 22 | $99.98 \%$ | 30 | $99.98 \%$ |
| 7 | $99.98 \%$ | 15 | $99.98 \%$ | 23 | $99.98 \%$ | 31 | $99.979 \%$ |
| 8 | $99.979 \%$ | 16 | $99.98 \%$ | 24 | $99.98 \%$ | 32 | $99.979 \%$ |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.020 \%$ of districtings (in other words, $99.979 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.061 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.938 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.020 \%$.


### 6.5 House Cluster:Duplin/Wayne

### 6.5.1 Comparison map examples



### 6.5.2 Results

- For this cluster, my conservative approach (as discussed in Section 4.3.2) does not allow my algorithm to generate any comparison maps other than the map itself.


### 6.6 House Cluster: Forsyth-Stokes

### 6.6.1 Comparison map examples



### 6.6.2 Results

$\left.\begin{array}{l|l||c|l||c|l||l|l}\text { Run } & \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array} & \text { Run } & \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array} & & \begin{array}{l}\text { Run }\end{array} & \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array} & \text { Run }\end{array} \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array}\right]$.

seats expected

- First level analysis: In every run, the districting was in the most partisan $0.087 \%$ of districtings (in other words, $99.912 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.26 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.73 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.087 \%$.


### 6.7 House Cluster: Guilford

### 6.7.1 Comparison map examples



### 6.7.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run |
| :--- | :--- | :---: | :--- | :--- | :--- | :--- | :--- |
| 1 | $99.999989 \%$ | 9 | $99.999982 \%$ | 17 | $99.999979 \%$ | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| 2 | $99.999982 \%$ | 10 | $99.999979 \%$ | 18 | $99.999978 \%$ | 95 | 26 |
| 3 | $99.999972 \%$ | 11 | $99.999978 \%$ | 19 | $99.999981 \%$ | $99.999979 \%$ |  |
| 4 | $99.999986 \%$ | 12 | $99.999981 \%$ | 20 | $99.999984 \%$ | 27 | $99.999978 \%$ |
| 5 | $99.999975 \%$ | 13 | $99.999986 \%$ | 21 | $99.999983 \%$ | $99.999979 \%$ |  |
| 6 | $99.999982 \%$ | 14 | $99.99998 \%$ | 22 | $99.999979 \%$ | 29 | $99.999982 \%$ |
| 7 | $99.999981 \%$ | 15 | $99.99997 \%$ | 23 | $99.999983 \%$ | 30 | $99.999982 \%$ |
| 8 | $99.999982 \%$ | 16 | $99.999976 \%$ | 24 | $99.999981 \%$ | 31 | $99.999982 \%$ |
|  |  |  |  | 32 | $99.999984 \%$ |  |  |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.000029 \%$ of districtings (in other words, $99.99997 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.000089 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.99991 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.000029 \%$.


### 6.8 House Cluster: Mecklenburg

### 6.8.1 Comparison map examples



### 6.8.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run <br> comparison maps <br> less partisan than <br> enacted plan | Run <br> Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $98.7 \%$ | 9 | $98.6 \%$ | 17 | $98.4 \%$ | 25 | $98.9 \%$ |
| 2 | $99.36 \%$ | 10 | $99.15 \%$ | 18 | $99 . \%$ | 26 | $98.3 \%$ |
| 3 | $98.7 \%$ | 11 | $98.7 \%$ | 19 | $98.4 \%$ | 27 | $98.8 \%$ |
| 4 | $99.14 \%$ | 12 | $99.17 \%$ | 20 | $99.17 \%$ | 28 | $98.5 \%$ |
| 5 | $98.4 \%$ | 13 | $99.05 \%$ | 21 | $98.8 \%$ | 29 | $99.08 \%$ |
| 6 | $99.33 \%$ | 14 | $99.02 \%$ | 22 | $98.9 \%$ | 30 | $98.9 \%$ |
| 7 | $98.5 \%$ | 15 | $99 . \%$ | 23 | $98.9 \%$ | 31 | $99.12 \%$ |
| 8 | $98.9 \%$ | 16 | $99.17 \%$ | 24 | $98.9 \%$ | 32 | $99.2 \%$ |


seats expected

- First level analysis: In every run, the districting was in the most partisan $1.7 \%$ of districtings (in other words, $98.3 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $5.0 \%$ of all alternative districtings satisfying my districting criteria (in other words, $95.0 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=1.7 \%$.


### 6.9 House Cluster: Pitt

### 6.9.1 Comparison map examples



### 6.9.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $96.3 \%$ | 9 | $96.4 \%$ | 17 | $96.3 \%$ | 25 | $96.4 \%$ |
| 2 | $96.3 \%$ | 10 | $96.3 \%$ | 18 | $96.3 \%$ | 26 | $96.3 \%$ |
| 3 | $96.4 \%$ | 11 | $96.4 \%$ | 19 | $96.3 \%$ | 27 | $96.4 \%$ |
| 4 | $96.4 \%$ | 12 | $96.4 \%$ | 20 | $96.3 \%$ | 28 | $96.3 \%$ |
| 5 | $96.4 \%$ | 13 | $96.4 \%$ | 21 | $96.3 \%$ | 29 | $96.4 \%$ |
| 6 | $96.3 \%$ | 14 | $96.3 \%$ | 22 | $96.4 \%$ | 30 | $96.3 \%$ |
| 7 | $96.3 \%$ | 15 | $96.3 \%$ | 23 | $96.4 \%$ | 31 | $96.4 \%$ |
| 8 | $96.3 \%$ | 16 | $96.4 \%$ | 24 | $96.4 \%$ | 32 | $96.4 \%$ |



- First level analysis: In every run, the districting was in the most partisan $3.6 \%$ of districtings (in other words, $96.3 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $11 \%$ of all alternative districtings satisfying my districting criteria (in other words, $89.1 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=3.6 \%$.


### 6.10 House Cluster: Wake

### 6.10.1 Comparison map examples



### 6.10.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.38 \%$ | 9 | $99.34 \%$ | 17 | $99.37 \%$ | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| 2 | $99.33 \%$ | 10 | $99.35 \%$ | 18 | $99.36 \%$ | 25 | $99.35 \%$ |
| 3 | $99.34 \%$ | 11 | $99.33 \%$ | 19 | $99.33 \%$ | 26 | $99.36 \%$ |
| 4 | $99.32 \%$ | 12 | $99.34 \%$ | 20 | $99.35 \%$ | 27 | $99.34 \%$ |
| 5 | $99.35 \%$ | 13 | $99.34 \%$ | 21 | $99.33 \%$ | 28 | $99.33 \%$ |
| 6 | $99.33 \%$ | 14 | $99.27 \%$ | 22 | $99.31 \%$ | 29 | $99.35 \%$ |
| 7 | $99.34 \%$ | 15 | $99.34 \%$ | 23 | $99.32 \%$ | 30 | $99.36 \%$ |
| 8 | $99.34 \%$ | 16 | $99.36 \%$ | 24 | $99.35 \%$ | 31 | $99.36 \%$ |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.72 \%$ of districtings (in other words, $99.27 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $2.2 \%$ of all alternative districtings satisfying my districting criteria (in other words, $97.8 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.72 \%$.


### 6.11 House Cluster: Alamance

### 6.11.1 Comparison map examples


6.11.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $26.3 \%$ | 9 | $26.4 \%$ | 17 | $26.3 \%$ | 25 | $26.4 \%$ |
| 2 | $26.3 \%$ | 10 | $26.3 \%$ | 18 | $26.4 \%$ | 26 | $26.3 \%$ |
| 3 | $26.3 \%$ | 11 | $26.3 \%$ | 19 | $26.3 \%$ | 27 | $26.3 \%$ |
| 4 | $26.4 \%$ | 12 | $26.3 \%$ | 20 | $26.3 \%$ | 28 | $26.3 \%$ |
| 5 | $26.4 \%$ | 13 | $26.4 \%$ | 21 | $26.4 \%$ | 29 | $26.3 \%$ |
| 6 | $26.3 \%$ | 14 | $26.3 \%$ | 22 | $26.4 \%$ | 30 | $26.4 \%$ |
| 7 | $26.4 \%$ | 15 | $26.3 \%$ | 23 | $26.3 \%$ | 31 | $26.3 \%$ |
| 8 | $26.4 \%$ | 16 | $26.4 \%$ | 24 | $26.4 \%$ | 32 | $26.4 \%$ |



- First level analysis: In every run, the districting was in the most partisan $74 \%$ of districtings (in other words, $26.3 \%$ were less partisan, in every run).
- Second level analysis: The enacted map is not unusual enough in the first-level analysis to enable a statistically significant second-level analysis of this cluster.


### 6.12 House Cluster: Brunswick/New Hanover

6.12.1 Comparison map examples


### 6.12.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run <br> corcentage of <br> less partisan maps <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $89.4 \%$ | 9 | $89.5 \%$ | 17 | $89.5 \%$ | 25 | $89.5 \%$ |
| 2 | $89.4 \%$ | 10 | $89.5 \%$ | 18 | $89.4 \%$ | 26 | $89.5 \%$ |
| 3 | $89.5 \%$ | 11 | $89.5 \%$ | 19 | $89.5 \%$ | 27 | $89.4 \%$ |
| 4 | $89.4 \%$ | 12 | $89.4 \%$ | 20 | $89.4 \%$ | 28 | $89.5 \%$ |
| 5 | $89.4 \%$ | 13 | $89.5 \%$ | 21 | $89.5 \%$ | 29 | $89.5 \%$ |
| 6 | $89.5 \%$ | 14 | $89.6 \%$ | 22 | $89.5 \%$ | 30 | $89.4 \%$ |
| 7 | $89.4 \%$ | 15 | $89.5 \%$ | 23 | $89.5 \%$ | 31 | $89.5 \%$ |
| 8 | $89.5 \%$ | 16 | $89.4 \%$ | 24 | $89.4 \%$ | 32 | $89.5 \%$ |



- First level analysis: In every run, the districting was in the most partisan $11 \%$ of districtings (in other words, $89.4 \%$ were less partisan, in every run).
- Second level analysis: The enacted map is not unusual enough in the first-level analysis to enable a statistically significant second-level analysis of this cluster.


### 6.13 House Cluster: Durham/Person

### 6.13.1 Comparison map examples



### 6.13.2 Results

$\left.\begin{array}{l|l||c|l||c|l||l|l}\text { Run } & \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array} & & \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array} & & \begin{array}{l}\text { Run }\end{array} & \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array} & \text { Run }\end{array} \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array}\right]$

- First level analysis: In every run, the districting was in the most partisan $0.067 \%$ of districtings (in other words, $99.932 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.20 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.79 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.067 \%$.


### 6.14 House Cluster: Cabarrus/Davie/Rowan/Yadkin

### 6.14.1 Comparison map examples



### 6.14.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $89.0 \%$ | 9 | $90.0 \%$ | 17 | $88.5 \%$ | 25 | $89.9 \%$ |
| 2 | $90.0 \%$ | 10 | $88.9 \%$ | 18 | $89.0 \%$ | 26 | $88.6 \%$ |
| 3 | $90.1 \%$ | 11 | $88.7 \%$ | 19 | $89.4 \%$ | 27 | $89.9 \%$ |
| 4 | $88.4 \%$ | 12 | $89.8 \%$ | 20 | $89.3 \%$ | 28 | $88.9 \%$ |
| 5 | $89.7 \%$ | 13 | $89.4 \%$ | 21 | $92.8 \%$ | 29 | $89.5 \%$ |
| 6 | $88.6 \%$ | 14 | $89.2 \%$ | 22 | $89.1 \%$ | 30 | $87.7 \%$ |
| 7 | $89.5 \%$ | 15 | $88.8 \%$ | 23 | $89.1 \%$ | 31 | $90.2 \%$ |
| 8 | $90.0 \%$ | 16 | $90.0 \%$ | 24 | $88.7 \%$ | 32 | $90.4 \%$ |



- First level analysis: In every run, the districting was in the most partisan $12 \%$ of districtings (in other words, $87.7 \%$ were less partisan, in every run).
- Second level analysis: The enacted map is not unusual enough in the first-level analysis to enable a statistically significant second-level analysis of this cluster.


### 6.15 House Cluster: Cumberland

### 6.15.1 Comparison map examples


6.15.2 Results

| Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 83.6\% | 9 | 83.8\% | 17 | 83.8\% | 25 | 84.0\% |
| 2 | 83.7\% | 10 | 83.9\% | 18 | 83.6\% | 26 | 83.5\% |
| 3 | 83.8\% | 11 | 83.8\% | 19 | 83.7\% | 27 | 83.8\% |
| 4 | 83.7\% | 12 | 83.6\% | 20 | 83.7\% | 28 | 83.8\% |
| 5 | 83.6\% | 13 | 83.7\% | 21 | 84.0\% | 29 | 83.7\% |
| 6 | 83.7\% | 14 | 83.6\% | 22 | 83.9\% | 30 | 83.6\% |
| 7 | 83.5\% | 15 | 83.8\% | 23 | 83.7\% | 31 | 83.9\% |
| 8 | 83.7\% | 16 | 83.8\% | 24 | 83.6\% | 32 | 83.9\% |



- First level analysis: In every run, the districting was in the most partisan $16 \%$ of districtings (in other words, $83.5 \%$ were less partisan, in every run).
- Second level analysis: The enacted map is not unusual enough in the first-level analysis to enable a statistically significant second-level analysis of this cluster.


### 6.16 Senate Cluster: Cumberland Moore

### 6.16.1 Comparison map examples



### 6.16.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Rercentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $99.9999968 \%$ | 9 | $99.9999962 \%$ | 17 | $99.9999963 \%$ | 25 | $99.9999954 \%$ |
| 2 | $99.9999961 \%$ | 10 | $99.9999965 \%$ | 18 | $99.9999969 \%$ | 26 | $99.9999955 \%$ |
| 3 | $99.999998 \%$ | 11 | $99.9999954 \%$ | 19 | $99.9999967 \%$ | 27 | $99.999997 \%$ |
| 4 | $99.9999953 \%$ | 12 | $99.9999961 \%$ | 20 | $99.9999969 \%$ | 28 | $99.9999952 \%$ |
| 5 | $99.9999969 \%$ | 13 | $99.9999957 \%$ | 21 | $99.9999971 \%$ | 29 | $99.9999959 \%$ |
| 6 | $99.9999969 \%$ | 14 | $99.9999949 \%$ | 22 | $99.9999961 \%$ | 30 | $99.9999956 \%$ |
| 7 | $99.9999966 \%$ | 15 | $99.9999964 \%$ | 23 | $99.9999961 \%$ | 31 | $99.9999961 \%$ |
| 8 | $99.9999966 \%$ | 16 | $99.9999959 \%$ | 24 | $99.9999977 \%$ | 32 | $99.9999965 \%$ |



- First level analysis: In every run, the districting was in the most partisan $0.0000050 \%$ of districtings (in other words, $99.9999949 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.000015 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.999984 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.0000050 \%$.


### 6.17 Senate Cluster: Forsyth-Stokes

### 6.17.1 Comparison map examples



### 6.17.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9983 \%$ | 9 | $99.9983 \%$ | 17 | $99.9983 \%$ | 25 | $99.9983 \%$ |
| 2 | $99.9984 \%$ | 10 | $99.9984 \%$ | 18 | $99.9984 \%$ | 26 | $99.9983 \%$ |
| 3 | $99.9982 \%$ | 11 | $99.9983 \%$ | 19 | $99.9984 \%$ | 27 | $99.9983 \%$ |
| 4 | $99.9982 \%$ | 12 | $99.9984 \%$ | 20 | $99.9983 \%$ | 28 | $99.9984 \%$ |
| 5 | $99.9983 \%$ | 13 | $99.9983 \%$ | 21 | $99.9983 \%$ | 29 | $99.9983 \%$ |
| 6 | $99.9984 \%$ | 14 | $99.9983 \%$ | 22 | $99.9983 \%$ | 30 | $99.9984 \%$ |
| 7 | $99.9984 \%$ | 15 | $99.9983 \%$ | 23 | $99.9983 \%$ | 31 | $99.9984 \%$ |
| 8 | $99.9984 \%$ | 16 | $99.9984 \%$ | 24 | $99.9984 \%$ | 32 | $99.9983 \%$ |



- First level analysis: In every run, the districting was in the most partisan $0.0016 \%$ of districtings (in other words, $99.9983 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.0051 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.9947 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.0016 \%$.


### 6.18 Senate Cluster: Granville-Wake

### 6.18.1 Comparison map examples



### 6.18.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Rercentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run |
| :---: | :--- | :---: | :--- | :--- | :--- | :--- | :--- |
| 1 | $99.99999934 \%$ | 9 | $99.99999921 \%$ | 17 | $99.99999999936 \%$ | 25 | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| 2 | $99.9999984 \%$ | 10 | $99.99999999936 \%$ | 18 | $99.99999913 \%$ | 26 | $99.9999971 \%$ |
| 3 | $99.99999917 \%$ | 11 | $99.99999966 \%$ | 19 | $99.9999967 \%$ | 27 | $99.99999909 \%$ |
| 4 | $99.99999999945 \%$ | 12 | $99.9999979 \%$ | 20 | $99.99999963 \%$ | 28 | $99.999989 \%$ |
| 5 | $99.99999974 \%$ | 13 | $99.9999989 \%$ | 21 | $99.9999999984 \%$ | 29 | $99.99999999954 \%$ |
| 6 | $99.999999939 \%$ | 14 | $99.9999976 \%$ | 22 | $99.99999948 \%$ | 30 | $99.9999968 \%$ |
| 7 | $99.9999999982 \%$ | 15 | $99.9999947 \%$ | 23 | $99.9999984 \%$ | 31 | $99.99999999945 \%$ |
| 8 | $99.9999995 \%$ | 16 | $99.99999969 \%$ | 24 | $99.99999967 \%$ | 32 | $99.99999971 \%$ |



- First level analysis: In every run, the districting was in the most partisan $0.000010 \%$ of districtings (in other words, $99.999989 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.000030 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.999969 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.000010 \%$.


### 6.19 Senate Cluster: Guilford-Rockingham

### 6.19.1 Comparison map examples



### 6.19.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Rercentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :--- | :--- | :---: | :--- | :--- | :--- | :--- | :--- |
| 1 | $99.9999979 \%$ | 9 | $99.9999971 \%$ | 17 | $99.999989 \%$ | 25 | $99.999984 \%$ |
| 2 | $99.999975 \%$ | 10 | $99.999999976 \%$ | 18 | $99.9999929 \%$ | 26 | $99.99999949 \%$ |
| 3 | $99.9999991 \%$ | 11 | $99.9999944 \%$ | 19 | $99.999988 \%$ | 27 | $99.999967 \%$ |
| 4 | $99.999984 \%$ | 12 | $99.99998 \%$ | 20 | $99.99998 \%$ | 28 | $99.9999995 \%$ |
| 5 | $99.999976 \%$ | 13 | $99.9999978 \%$ | 21 | $99.99996 \%$ | 29 | $99.999957 \%$ |
| 6 | $99.9999922 \%$ | 14 | $99.999978 \%$ | 22 | $99.999979 \%$ | 30 | $99.9999999957 \%$ |
| 7 | $99.9999997 \%$ | 15 | $99.999986 \%$ | 23 | $99.9999964 \%$ | 31 | $99.9999935 \%$ |
| 8 | $99.999967 \%$ | 16 | $99.9999939 \%$ | 24 | $99.999983 \%$ | 32 | $99.9999984 \%$ |



- First level analysis: In every run, the districting was in the most partisan $0.000042 \%$ of districtings (in other words, $99.999957 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.00012 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.99987 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.000042 \%$.


### 6.20 Senate Cluster: Iredell-Mecklenburg

### 6.20.1 Comparison map examples



### 6.20.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9981 \%$ | 9 | $99.9983 \%$ | 17 | $99.9982 \%$ | 25 | $99.9982 \%$ |
| 2 | $99.9982 \%$ | 10 | $99.9983 \%$ | 18 | $99.9982 \%$ | 26 | $99.9983 \%$ |
| 3 | $99.9982 \%$ | 11 | $99.9981 \%$ | 19 | $99.9981 \%$ | 27 | $99.9981 \%$ |
| 4 | $99.9982 \%$ | 12 | $99.9982 \%$ | 20 | $99.9982 \%$ | 28 | $99.9982 \%$ |
| 5 | $99.9981 \%$ | 13 | $99.9982 \%$ | 21 | $99.9982 \%$ | 29 | $99.9982 \%$ |
| 6 | $99.9983 \%$ | 14 | $99.9982 \%$ | 22 | $99.9982 \%$ | 30 | $99.9982 \%$ |
| 7 | $99.9982 \%$ | 15 | $99.9982 \%$ | 23 | $99.9982 \%$ | 31 | $99.9982 \%$ |
| 8 | $99.9982 \%$ | 16 | $99.9982 \%$ | 24 | $99.9982 \%$ | 32 | $99.9981 \%$ |



- First level analysis: In every run, the districting was in the most partisan $0.0019 \%$ of districtings (in other words, $99.998 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.0057 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.9943 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.0019 \%$.


## 7 Seat preservation analyses

In this section I present analyses of clusters for which my main analysis does not achieve high confidence of gerrymandering with respect to the seats-expected metric. These are the districtings in the following House clusters:

- Alamance
- Brunswick/New Hanover
- Cabarrus/Davie/Rowan/Yadkin
- Cumberland

Note that the motivation for the seat-expected metric is to detect partisan gerrymandering aimed at maximizing the expected total number of seats belonging to one party in a representative body (Congress, the North Carolina house, or the North Carolina senate). But there may be other conceivable partisan goals, such as facilitating the re-election of particular representatives in particular districts, which may be orthogonal to or (at least not perfectly correlated with) the goal of maximizing expected representation from one party, and thus which would not be detected by the seats-expected metric.

The metric I use in this section to re-analyze these districtings is the wave threshold for a particular seat count. In particular, for a given number of seats $x$, the wave threshold for $x$ is the smallest uniform swing which can be applied to election data (here, the 2020 Attorney General race) which would result in $x+1$ Democratic seats. Put differently, this is the threshold such that for any smaller uniform swing, the Democrats will win at most $x$ seats. Referring back to Figure 1, we see that for the enacted Congressional districting of North Carolina, the wave thresholds for $x=3,4,5$, and 6 are $-3.56 \%, 1.68 \%, 3.05 \%$, and $5.82 \%$, respectively. In particular, even in an election in which voter patterns mirror the 2020 Attorney General race with all Democratic vote shares increased by an additional 5.81 percentage points, the enacted Congressional districting would still produce only 6 Democrat representatives.

The wave threshold metric can capture partisan goals which may be washed out in the seats-expected metric. For example, if a 5 -district cluster is proposed to be districted to optimize the chance that three Republican incumbents all can save their seats, this may or may not result in an increase in the seats-expected metric (for example, if the alternative was to have 4 lean-Republican competitive districts, the extent of the lean would determine how the proposed and alternative districtings would compare under the seats expected metric). But such a plan would be expected to stand out as being highly unusual with respect to the wave threshold for 2 Democratic seats, as it would be an extreme outlier with respect to how difficult it would be for Democrats to capture more than 2 seats in the cluster.

All wave-threshold histograms are shown with red bars, to visually distinguish them from the seatsexpected histograms shown elsewhere in the report. Note that unlike for the seats-expected histograms, a Republican bias in the enacted map with respect to a particular wave threshold is indicated by the enacted map showing as an outlier on the righthand side of the plot.
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### 7.1 Alamance

The comparison maps generated by my algorithm were similar to the enacted map with respect to their wave threshold for both possible seat values (results here shown for the wave threshold for 0 seats):

wave threshold

### 7.2 Brunswick/New Hanover

Despite the fact that my algorithm did not detect large differences between the enacted districting and comparison districtings of this cluster, the enacted map is an extreme outlier among the comparison maps generated by my algorithm with respect to the wave threshold for two seats. In particuliar, for the enacted map in this cluster, Democratic performance could increase by 10.1 percentage points in every district without Democrats capturing more than two seats. In every run of my algorithm, $99.72 \%$ of comparison maps would allow Democrats to capture a third seat with a smaller wave.

| Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 99.987\% | 9 | 99.94\% | 17 | 99.9956\% | 25 | 99.83\% |
| 2 | 99.99\% | 10 | 99.907\% | 18 | 99.9957\% | 26 | 99.79\% |
| 3 | 99.929\% | 11 | 99.85\% | 19 | 99.8\% | 27 | 99.975\% |
| 4 | 99.88\% | 12 | 99.9912\% | 20 | 99.922\% | 28 | 99.85\% |
| 5 | 99.86\% | 13 | 99.77\% | 21 | 99.961\% | 29 | 99.83\% |
| 6 | 99.934\% | 14 | 99.89\% | 22 | 99.952\% | 30 | 99.92\% |
| 7 | 99.73\% | 15 | 99.87\% | 23 | 99.97\% | 31 | 99.946\% |
| 8 | 99.96\% | 16 | 99.72\% | 24 | 99.911\% | 32 | 99.961\% |

wave threshold
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### 7.3 Cabarrus/Davie/Rowan/Yadkin

The comparison maps generated by my algorithm were similar to the enacted map with respect to their wave threshold for all seat values (results here shown for the wave threshold for 1 seat):

wave threshold

### 7.4 Cumberland

Despite the fact that my algorithm did not detect large differences between the enacted districting and comparison districtings of this cluster, the enacted map is an extreme outlier among the comparison maps generated by my algorithm with respect to the wave threshold for two seats.

wave threshold

## Appendix A Multimoves / Precinct splits

As discussed in Section 5 my algorithm can be set to allow multiple changes to a map to occur in one step, when this is necessary to produce a sufficiently rich set of comparison maps.

Here I describe details of this technique so that technical experts can understand how precisely our method works. These details are not necessary to understand the basic mechanics of the method, which are simply that:

- Multiple changes may be made to a map in a single step,
- The result of the changes must always be a valid comparison map, in the sense that it complies with the districting criteria we consider in our report, and
- Our implementation of multiple moves does not bias the algorithm to any map or family of maps.

For technical experts: these multiple moves can be implemented with a Metropolis-Hastings approach. In particular, a score function based on the deviation of an invalid map from the compactness and population thresholds can be defined. The score function is set to be equal for all maps satisfying the districting criteria. With this choice, a uniform stationary distribution can be constructed on the space of maps satisfying the districting criteria. The Metropolis-Hastings chain will occasionally leave the feasible region of the mapspace for some number of steps before returning to the feasible region. The collection of steps made outside the feasible region can be performed in a single step, to give a single multi-move which transforms one valid map into another valid map.

A related implementation detail concerns precinct splits. When operating at the geounit level but preserving the maximum number of precinct splits, I can allow the chain at intermediate points to have one more split than is allowed, while discarding these intermediate, invalid comparison maps. For example, in a map which currently splits two specific precincts, the chain is allowed to produce a valid comparison map by changing the district membership of another precinct. Note that this does not change the number of precinct splits, but viewed in terms of single geounit moves, it passes through a set of maps with a greater number of precinct splits. As in the case of multimoves discussed above, these intermediate maps are not part of the comparison set, and we can view the precinct swap as a single multimove of geounit swaps.

Finally, I note that when operating below the precinct level in House clusters with split precincts, my algorithm imposes an additional compactness-like constraint on any precinct splits, which is simply that the length of the precinct split is not large relative to the perimeter of the precinct itself. (The enacted plan satisfies this constraint in all cases.)

## Appendix B Theorems

The second level analyses in my report are calculated using the theorems from [CFMP]; in particular, Theorem 1.5 from that manuscript suffices for all of my second-level findings here.

In plain language, that theorem says that if I conduct $m$ runs, and observe that in every run the enacted plan is in the bottom $\varepsilon$ fraction of comparison maps, then I can conclude that the enacted plan is among the most carefully crafted $\alpha$ fraction of all maps satisfying the districting criteria (not just those encountered by the algorithm), measured by their $\varepsilon$-fragility, at a statistical significance calculated with the formula

$$
p=\left(\frac{2 \varepsilon}{\alpha}\right)^{m / 2}
$$

In this report, I frequently have $m=32$ runs and choose $\alpha$ to simply be 3 times as big as $\varepsilon$. In this case, we see that we can conclude that the enacted plan is among the most carefully crafted $3 \varepsilon$ of all maps, at a statistical significance of

$$
p=\left(\frac{2}{3}\right)^{16} \approx .0015<.002
$$

Note that, for example, if we used instead a threshold of $\alpha=4 \varepsilon$, this would give significance of

$$
p=\left(\frac{2}{4}\right)^{16} \approx .000015
$$

and taking a threshold of $\alpha=6 \varepsilon$ would give

$$
p=\left(\frac{2}{6}\right)^{16} \approx .00000002
$$
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## Appendix C Robustness Checks, Congressional districting

## C. 1 Robustness to election data

Here I show results when my analysis of the Congressional map is repeated with other elections in place of the 2020 Attorney General election as my proxy for partisan voting patterns.
C.1.1 Results with 2020 Presidential election

| Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 99.9999925\% | 5 | 99.999986\% | 9 | 99.9999908\% | 13 | 99.9999926\% |
| 2 | 99.999921\% | 6 | 99.999999968\% | 10 | 99.9999932\% | 14 | 99.999988\% |
| 3 | 99.9999955\% | 7 | 99.999984\% | 11 | 99.9999979\% | 15 | 99.9999989\% |
| 4 | 99.9999933\% | 8 | 99.99995\% | 12 | 99.9999999981\% | 16 | 99.999978\% |


seats expected

## C.1.2 Results with 2020 Lieutenant Governor election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run <br> cercentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :--- | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.999973 \%$ | 5 | $99.999937 \%$ | 9 | $99.999942 \%$ | 13 | $99.999982 \%$ |
| 2 | $99.99985 \%$ | 6 | $99.9999964 \%$ | 10 | $99.99901 \%$ | 14 | $99.999978 \%$ |
| 3 | $99.999905 \%$ | 7 | $99.99954 \%$ | 11 | $99.999928 \%$ | 15 | $99.999934 \%$ |
| 4 | $99.999964 \%$ | 8 | $99.99975 \%$ | 12 | $99.9995 \%$ | 16 | $99.9998 \%$ |



## C.1.3 Results with 2020 Governor election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :--- | :--- | :---: | :--- | :---: | :--- |
| 1 | $99.9999989 \%$ | 5 | $99.9999979 \%$ | 9 | $99.9999975 \%$ | 13 | $99.99999923 \%$ |
| 2 | $99.9999914 \%$ | 6 | $99.9999999922 \%$ | 10 | $99.99999974 \%$ | 14 | $99.99999968 \%$ |
| 3 | $99.9999996 \%$ | 7 | $99.999999934 \%$ | 11 | $99.999999994 \%$ | 15 | $99.999999982 \%$ |
| 4 | $99.999999966 \%$ | 8 | $99.9999982 \%$ | 12 | $99.9999999981 \%$ | 16 | $99.999999961 \%$ |
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## C. 2 Robustness to incumbency protection

Here I show results when my analysis of the Congressional map is repeated without ensuring the protection of incumbents.

## C.2.1 Comparison map examples



seats expected

## C. 3 Robustness to compactness: 0\% Polsby-Popper threshold

Here I show results when my analysis of the Congressional map is repeated with a $0 \%$ threshold for compactness in place of the $5 \%$ error I allow in my primary analysis.

## C.3.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :--- | :--- | :---: | :--- | :---: | :--- |
| 1 | $99.99999989 \%$ | 5 | $99.9999997 \%$ | 9 | $99.9999975 \%$ | 13 | $99.999979 \%$ |
| 2 | $99.9999984 \%$ | 6 | $99.99999983 \%$ | 10 | $99.9999968 \%$ | 14 | $99.9999968 \%$ |
| 3 | $99.9999933 \%$ | 7 | $99.9999962 \%$ | 11 | $99.9999968 \%$ | 15 | $99.9999983 \%$ |
| 4 | $99.999986 \%$ | 8 | $99.9999983 \%$ | 12 | $99.99999954 \%$ | 16 | $99.9999984 \%$ |


seats expected

## C. 4 Robustness to compactness: 10\% Polsby-Popper threshold

Here I show results when my analysis of the Congressional map is repeated with a $10 \%$ threshold for compactness in place of the $5 \%$ error I allow in my primary analysis.

## C.4.1 Comparison map examples



seats expected

## C. 5 Robustness to compactness 5\% Perimeter compactness

Here I show results when my analysis of the Congressional map is repeated with a completely different compactness score, based just on the total perimeter of all districts in the districting.

## C.5.1 Comparison map examples


 seats expected

## C. 6 Robustness to $1 \%$ population deviation

Here I show results when my analysis of the Congressional map is repeated with a $1 \%$ population deviation constraint instead of a $2 \%$ population deviation constraint.

## C.6.1 Comparison map examples



seats expected

## C. 7 Geounit analysis

Here I show results when my analysis of the Congressional map is repeated at the geounit level, with a $0.5 \%$ population deviation constraint.

## C.7.1 Comparison map examples



## C.7.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :--- | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.999952 \%$ | 5 | $99.999987 \%$ | 9 | $99.999962 \%$ | 13 | $99.9999952 \%$ |
| 2 | $99.999989 \%$ | 6 | $99.999986 \%$ | 10 | $99.9999964 \%$ | 14 | $99.9999962 \%$ |
| 3 | $99.999967 \%$ | 7 | $99.9999924 \%$ | 11 | $99.999974 \%$ | 15 | $99.999926 \%$ |
| 4 | $99.999964 \%$ | 8 | $99.999996 \%$ | 12 | $99.999977 \%$ | 16 | $99.9999935 \%$ |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.000073 \%$ of districtings (in other words, $99.999926 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.00022 \%$ of all alternative districtings of North Carolina satisfying my districting criteria (in other words, $99.99977 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.000073 \%$.


## C. 8 Analysis of VTD-level blueprint

Here I show results when my analysis of the Congressional map is performed not on the precise enacted map, but a whole-VTD-level blueprint for the enacted map obtained by assigning each split VTD to the district it has the greatest intersection with.

## C.8.1 Comparison map examples



## C.8.2 Results

| Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 99.9999982\% | 9 | 99.99999969\% | 17 | 99.9999991\% | 25 | 99.9999986\% |
| 2 | 99.99999947\% | 10 | 99.9999952\% | 18 | 99.99999944\% | 26 | 99.9999998\% |
| 3 | 99.9999957\% | 11 | 99.999986\% | 19 | 99.999978\% | 27 | 99.9999977\% |
| 4 | 99.9999907\% | 12 | 99.999979\% | 20 | 99.9999959\% | 28 | 99.9999976\% |
| 5 | 99.9999981\% | 13 | 99.9999986\% | 21 | 99.99999946\% | 29 | 99.99999958\% |
| 6 | 99.99999954\% | 14 | 99.999984\% | 22 | 99.9999971\% | 30 | 99.999986\% |
| 7 | 99.9999917\% | 15 | 99.9999977\% | 23 | 99.9999974\% | 31 | 99.9999969\% |
| 8 | 99.9999917\% | 16 | 99.9999961\% | 24 | 99.9999942\% | 32 | 99.9999958\% |



- First level analysis: In every run, the districting was in the most partisan $0.000021 \%$ of districtings (in other words, $99.999978 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.000064 \%$ of all alternative districtings of North Carolina satisfying my districting criteria (in other words, $99.999935 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.000021 \%$.


## Appendix D Robustness Checks, Senate districting

## D. 1 Robustness to election data

Here I show results when my analysis of the Senate map is repeated with other elections in place of the 2020 Attorney General election as my proxy for partisan voting patterns.

## D.1. 1 Results with 2020 Presidential election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Rercentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.65 \%$ | 5 | $99.78 \%$ | 9 | $99.79 \%$ | 13 | $99.8 \%$ |
| 2 | $99.81 \%$ | 6 | $99.79 \%$ | 10 | $99.82 \%$ | 14 | $99.73 \%$ |
| 3 | $99.75 \%$ | 7 | $99.79 \%$ | 11 | $99.81 \%$ | 15 | $99.66 \%$ |
| 4 | $99.8 \%$ | 8 | $99.75 \%$ | 12 | $99.75 \%$ | 16 | $99.81 \%$ |


seats expected

## D.1.2 Results with 2020 Lieutenant Governor election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :--- | :--- | :--- | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.943 \%$ | 5 | $99.987 \%$ | 9 | $99.9912 \%$ | 13 | $99.9911 \%$ |
| 2 | $99.996 \%$ | 6 | $99.982 \%$ | 10 | $99.9955 \%$ | 14 | $99.977 \%$ |
| 3 | $99.973 \%$ | 7 | $99.994 \%$ | 11 | $99.9958 \%$ | 15 | $99.944 \%$ |
| 4 | $99.9927 \%$ | 8 | $99.983 \%$ | 12 | $99.89 \%$ | 16 | $99.995 \%$ |


seats expected

## D.1.3 Results with 2020 Governor election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.99999936 \%$ | 5 | $99.9999996 \%$ | 9 | $99.9999998 \%$ | 13 | $99.999999973 \%$ |
| 2 | $99.999999949 \%$ | 6 | $99.9999974 \%$ | 10 | $99.9999987 \%$ | 14 | $99.9999985 \%$ |
| 3 | $99.99999978 \%$ | 7 | $99.9999999929 \%$ | 11 | $99.9999998 \%$ | 15 | $99.999999961 \%$ |
| 4 | $99.9999989 \%$ | 8 | $99.9999999969 \%$ | 12 | $99.999999973 \%$ | 16 | $99.9999985 \%$ |


seats expected
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## D. 2 Robustness to incumbency protection

Here I show results when my analysis of the Senate map is repeated without ensuring the protection of incumbents.

## D.2.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :---: | :---: | :---: | :--- | :---: | :--- |
| 1 | $99.9998 \%$ | 5 | $99.9993 \%$ | 9 | $99.99989 \%$ | 13 | $99.99906 \%$ |
| 2 | $99.99988 \%$ | 6 | $99.99985 \%$ | 10 | $99.99968 \%$ | 14 | $99.9987 \%$ |
| 3 | $99.99971 \%$ | 7 | $99.999907 \%$ | 11 | $99.9998 \%$ | 15 | $99.99928 \%$ |
| 4 | $99.99922 \%$ | 8 | $99.9985 \%$ | 12 | $99.99976 \%$ | 16 | $99.9943 \%$ |


seats expected

## D. 3 Compactness: 0\% Polsby-Popper threshold

Here I show results when my analysis of the Senate map is repeated with a $0 \%$ threshold for compactness in place of the $5 \%$ error I allow in my primary analysis.

## D.3.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :--- | :--- | :--- | :--- | :---: | :--- | :---: | :--- |
| 1 | $99.9979 \%$ | 5 | $99.9978 \%$ | 9 | $99.995 \%$ | 13 | $99.9986 \%$ |
| 2 | $99.99909 \%$ | 6 | $99.9968 \%$ | 10 | $99.9982 \%$ | 14 | $99.9989 \%$ |
| 3 | $99.9968 \%$ | 7 | $99.99933 \%$ | 11 | $99.9987 \%$ | 15 | $99.9973 \%$ |
| 4 | $99.99927 \%$ | 8 | $99.9979 \%$ | 12 | $99.99923 \%$ | 16 | $99.9976 \%$ |

 seats expected

## D. 4 Compactness: 10\% Polsby-Popper threshold

Here I show results when my analysis of the Senate map is repeated with a $10 \%$ threshold for compactness in place of the $5 \%$ error I allow in my primary analysis.

## D.4.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :---: | :--- |
| 1 | $99.9963 \%$ | 5 | $99.992 \%$ | 9 | $99.971 \%$ | 13 | $99.98 \%$ |
| 2 | $99.9928 \%$ | 6 | $99.986 \%$ | 10 | $99.985 \%$ | 14 | $99.9917 \%$ |
| 3 | $99.988 \%$ | 7 | $99.993 \%$ | 11 | $99.9924 \%$ | 15 | $99.978 \%$ |
| 4 | $99.987 \%$ | 8 | $99.9957 \%$ | 12 | $99.9908 \%$ | 16 | $99.9969 \%$ |


seats expected

## D. 5 Compactness 5\% Perimeter compactness

Here I show results when my analysis of the Senate map is repeated with a completely different compactness score, based just on the total perimeter of all districts in the districting.

## D.5.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :--- | :--- | :--- | :--- | :---: | :--- | :---: | :--- |
| 1 | $99.9913 \%$ | 5 | $99.985 \%$ | 9 | $99.988 \%$ | 13 | $99.9907 \%$ |
| 2 | $99.9907 \%$ | 6 | $99.989 \%$ | 10 | $99.988 \%$ | 14 | $99.982 \%$ |
| 3 | $99.9949 \%$ | 7 | $99.9929 \%$ | 11 | $99.986 \%$ | 15 | $99.981 \%$ |
| 4 | $99.989 \%$ | 8 | $99.989 \%$ | 12 | $99.987 \%$ | 16 | $99.9919 \%$ |


seats expected

## Appendix E Robustness Checks, House districting

## E. 1 Robustness to election data

Here I show results when my analysis of the House map is repeated with other elections in place of the 2020 Attorney General election as my proxy for partisan voting patterns.

| E.1.1 | Results with 2020 Presidential election |  |  |  |  |  |  |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| 1 | $99.999999985 \%$ | 5 | $99.99999945 \%$ | 9 | $99.9999986 \%$ | 13 | $99.9999986 \%$ |
| 2 | $99.999999981 \%$ | 6 | $99.99999948 \%$ | 10 | $99.99999912 \%$ | 14 | $99.99999996 \%$ |
| 3 | $99.99999997 \%$ | 7 | $99.999999963 \%$ | 11 | $99.99999986 \%$ | 15 | $99.99999984 \%$ |
| 4 | $99.9999969 \%$ | 8 | $99.9999981 \%$ | 12 | $99.9999985 \%$ | 16 | $99.9999989 \%$ |


seats expected
E.1.2 Results with 2020 Lieutenant Governor election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :--- | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.99999988 \%$ | 5 | $99.9999983 \%$ | 9 | $99.999997 \%$ | 13 | $99.9999957 \%$ |
| 2 | $99.999981 \%$ | 6 | $99.9999926 \%$ | 10 | $99.9999979 \%$ | 14 | $99.9999905 \%$ |
| 3 | $99.99999907 \%$ | 7 | $99.9999927 \%$ | 11 | $99.9999974 \%$ | 15 | $99.99999914 \%$ |
| 4 | $99.9999969 \%$ | 8 | $99.999993 \%$ | 12 | $99.9999981 \%$ | 16 | $99.99999924 \%$ |


seats expected

## E.1.3 Results with 2020 Governor election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run |
| :---: | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9999985 \%$ | 5 | $99.999999931 \%$ | 9 | $99.999999975 \%$ | 13 | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| 2 | $99.999999984 \%$ | 6 | $99.9999994 \%$ | 10 | $99.9999986 \%$ | 14 | $99.9999999986 \%$ |
| 3 | $99.99999997 \%$ | 7 | $99.999999986 \%$ | 11 | $99.9999998 \%$ | 15 | $99.99999948 \%$ |
| 4 | $99.9999985 \%$ | 8 | $99.99999985 \%$ | 12 | $99.99999914 \%$ | 16 | $99.99999989 \%$ |


seats expected
[Report continues on next page for formatting reasons]

## E. 2 Robustness to incumbency protection

Here I show results when my analysis of the House map is repeated without ensuring the protection of incumbents.

## E.2.1 Comparison map examples



seats expected

## E. 3 Compactness: 0\% Polsby-Popper threshold

Here I show results when my analysis of the House map is repeated with a $0 \%$ threshold for compactness in place of the $5 \%$ error I allow in my primary analysis.

## E.3.1 Comparison map examples



seats expected

## E. 4 Compactness: 10\% Polsby-Popper threshold

Here I show results when my analysis of the House map is repeated with a $10 \%$ threshold for compactness in place of the $5 \%$ error I allow in my primary analysis.

## E.4.1 Comparison map examples



seats expected

## E. 5 Compactness 5\% Perimeter compactness

Here I show results when my analysis of the House map is repeated with a completely different compactness score, based just on the total perimeter of all districts in the districting.

## E.5.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :--- | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.99985 \%$ | 5 | $99.999957 \%$ | 9 | $99.999988 \%$ | 13 | $99.999953 \%$ |
| 2 | $99.999977 \%$ | 6 | $99.999976 \%$ | 10 | $99.999978 \%$ | 14 | $99.99991 \%$ |
| 3 | $99.99988 \%$ | 7 | $99.9999904 \%$ | 11 | $99.999968 \%$ | 15 | $99.999981 \%$ |
| 4 | $99.999978 \%$ | 8 | $99.999951 \%$ | 12 | $99.999925 \%$ | 16 | $99.99995 \%$ |


seats expected
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### 4.1 First level analysis

The first level of my analysis simply uses the above procedure to generate a large set of comparison districtings against which one can compare the enacted plan. For example, for the Congressional districting, I conducted 32 runs of the above procedure. A "run" in this context consists of a single consecutive sequence of small random changes to the enacted plan, producing a set of comparison districtings. For example, for the Congressional districting, each run consisted of carrying out Steps 1 and 2 in the procedure above $2^{40} \approx 1$ trillion times. As discussed in later sections, these comparison maps adhere to districting criteria in ways that constrain them to be similar in several respects to the enacted map being evaluated. For example, the comparison districtings will preserve the same counties and municipalities preserved by the enacted plan.

In total for this districting, I conducted 32 such runs. I then show the results of these runs in a table, like this:

| Congressional districting |  |  |  |  |  |  |  |  |
| :--- | :--- | :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| 1 | $99.9999947 \%$ | 9 | $99.9999909 \%$ | 17 | $99.9999955 \%$ | 25 | $99.999995 \%$ |  |
| 2 | $99.999968 \%$ | 10 | $99.99999966 \%$ | 18 | $99.9999973 \%$ | 26 | $99.9999961 \%$ |  |
| 3 | $99.9999988 \%$ | 11 | $99.9999943 \%$ | 19 | $99.99999972 \%$ | 27 | $99.99999977 \%$ |  |
| 4 | $99.99999931 \%$ | 12 | $99.999988 \%$ | 20 | $99.9999999981 \%$ | 28 | $99.99999979 \%$ |  |
| 5 | $99.99999999927 \%$ | 13 | $99.999988 \%$ | 21 | $99.9999999962 \%$ | 29 | $99.9999981 \%$ |  |
| 6 | $99.9999959 \%$ | 14 | $99.9999987 \%$ | 22 | $99.99999919 \%$ | 30 | $99.9999941 \%$ |  |
| 7 | $99.99999984 \%$ | 15 | $99.999996 \%$ | 23 | $99.9999908 \%$ | 31 | $99.99999901 \%$ |  |
| 8 | $99.9999999947 \%$ | 16 | $99.999985 \%$ | 24 | $99.999981 \%$ | 32 | $99.9999969 \%$ |  |

4 percentage points, which is roughly the standard deviation of the swing in the past five North Carolina gubernatorial elections. The Figure 1 visualizes the probabilities that this distribution assigns to the various seat splits which would arise from the enacted Congressional map under uniform swings of the 2020 Attorney Gematation - Ex. 4591 -


Figure 1: A normally distributed uniform swing applied to the enacted Congressional districting.
In particular, we can list the probability of any number of Democratic seats for the enacted Congressional plan according to this uniform swing model using the 2020 Attorney General race:

- Ex. 4592 -

This "seats expected" number for the Congressional plan shows up in our analysis page for the Congressional districting (page 13), in a histogram we reproduce here for the purpose of illustration:

seats expected

$$
\text { - Ex. } 4593 \text { - }
$$

6.1 Congressional districting
6.1.1 Comparison map examples


### 6.1.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9999947 \%$ | 9 | $99.9999909 \%$ | 17 | $99.9999955 \%$ | 25 | $99.999995 \%$ |
| 2 | $99.999968 \%$ | 10 | $99.99999966 \%$ | 18 | $99.9999973 \%$ | 26 | $99.9999961 \%$ |
| 3 | $99.9999988 \%$ | 11 | $99.9999943 \%$ | 19 | $99.99999972 \%$ | 27 | $99.99999977 \%$ |
| 4 | $99.99999931 \%$ | 12 | $99.999988 \%$ | 20 | $99.9999999981 \%$ | 28 | $99.99999979 \%$ |
| 5 | $99.99999999927 \%$ | 13 | $99.999988 \%$ | 21 | $99.9999999962 \%$ | 29 | $99.9999981 \%$ |
| 6 | $99.9999959 \%$ | 14 | $99.9999987 \%$ | 22 | $99.99999919 \%$ | 30 | $99.9999941 \%$ |
| 7 | $99.99999984 \%$ | 15 | $99.999996 \%$ | 23 | $99.9999908 \%$ | 31 | $99.99999901 \%$ |
| 8 | $99.9999999947 \%$ | 16 | $99.999985 \%$ | 24 | $99.999981 \%$ | 32 | $99.9999969 \%$ |



- First level analysis: In every run, the districting was in the most partisan $0.000031 \%$ of districtings (in other words, $99.999968 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted House districting is among the most optimized-for-partisanship $0.000094 \%$ of all alternative districtings of North Carolina satisfying my districting criteria (in other words, $99.999905 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.000031 \%$.
- Ex. 4595 -


### 6.2 House districting

6.2.1 Comparison map examples


### 6.2.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- | :--- |
| 1 | $99.999999985 \%$ | 9 | $99.99999957 \%$ | 17 | $99.9999989 \%$ | 25 | $99.9999989 \%$ |
| 2 | $99.99999942 \%$ | 10 | $99.9999904 \%$ | 18 | $99.99999966 \%$ | 26 | $99.9999918 \%$ |
| 3 | $99.99999997 \%$ | 11 | $99.9999984 \%$ | 19 | $99.99999982 \%$ | 27 | $99.99999984 \%$ |
| 4 | $99.9999969 \%$ | 12 | $99.9999986 \%$ | 20 | $99.9999986 \%$ | 28 | $99.9999988 \%$ |
| 5 | $99.9999975 \%$ | 13 | $99.9999989 \%$ | 21 | $99.9999935 \%$ | 29 | $99.99999987 \%$ |
| 6 | $99.9999999959 \%$ | 14 | $99.99999996 \%$ | 22 | $99.9999999967 \%$ | 30 | $99.99999908 \%$ |
| 7 | $99.999999985 \%$ | 15 | $99.9999984 \%$ | 23 | $99.9999975 \%$ | 31 | $99.9999966 \%$ |
| 8 | $99.999999951 \%$ | 16 | $99.9999954 \%$ | 24 | $99.999999939 \%$ | 32 | $99.999999939 \%$ |



- First level analysis: In every run, the districting was in the most partisan $0.0000081 \%$ of districtings (in other words, $99.9999918 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.000024 \%$ of all alternative districtings of North Carolina satisfying my districting criteria (in other words, $99.999975 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.0000081 \%$.
- Ex. 4597 -
6.3 Senate districting
6.3.1 Comparison map examples



### 6.3.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run <br> emparcentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.988 \%$ | 9 | $99.9974 \%$ | 17 | $99.9977 \%$ | 25 | $99.998 \%$ |
| 2 | $99.9988 \%$ | 10 | $99.9958 \%$ | 18 | $99.9987 \%$ | 26 | $99.9948 \%$ |
| 3 | $99.9938 \%$ | 11 | $99.9985 \%$ | 19 | $99.9988 \%$ | 27 | $99.987 \%$ |
| 4 | $99.9981 \%$ | 12 | $99.9957 \%$ | 20 | $99.978 \%$ | 28 | $99.9988 \%$ |
| 5 | $99.9929 \%$ | 13 | $99.988 \%$ | 21 | $99.9982 \%$ | 29 | $99.9979 \%$ |
| 6 | $99.9916 \%$ | 14 | $99.989 \%$ | 22 | $99.9978 \%$ | 30 | $99.9981 \%$ |
| 7 | $99.9957 \%$ | 15 | $99.9974 \%$ | 23 | $99.9976 \%$ | 31 | $99.99914 \%$ |
| 8 | $99.9973 \%$ | 16 | $99.997 \%$ | 24 | $99.9975 \%$ | 32 | $99.9978 \%$ |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.021 \%$ of districtings (in other words, $99.978 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.065 \%$ of all alternative districtings of North Carolina satisfying my districting criteria (in other words, $99.934 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=$ $0.021 \%$.
- Ex. 4599 -


### 6.4 House Cluster: Buncombe

6.4.1 Comparison map examples



### 6.4.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run <br> corcentage of <br> coss parison maps <br> enacted plan than |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.979 \%$ | 9 | $99.979 \%$ | 17 | $99.979 \%$ | 25 | $99.98 \%$ |
| 2 | $99.98 \%$ | 10 | $99.98 \%$ | 18 | $99.979 \%$ | 26 | $99.979 \%$ |
| 3 | $99.98 \%$ | 11 | $99.98 \%$ | 19 | $99.98 \%$ | 27 | $99.979 \%$ |
| 4 | $99.98 \%$ | 12 | $99.98 \%$ | 20 | $99.98 \%$ | 28 | $99.98 \%$ |
| 5 | $99.98 \%$ | 13 | $99.98 \%$ | 21 | $99.98 \%$ | 29 | $99.98 \%$ |
| 6 | $99.979 \%$ | 14 | $99.98 \%$ | 22 | $99.98 \%$ | 30 | $99.98 \%$ |
| 7 | $99.98 \%$ | 15 | $99.98 \%$ | 23 | $99.98 \%$ | 31 | $99.979 \%$ |
| 8 | $99.979 \%$ | 16 | $99.98 \%$ | 24 | $99.98 \%$ | 32 | $99.979 \%$ |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.020 \%$ of districtings (in other words, $99.979 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.061 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.938 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.020 \%$.
- Ex. 4601 -


### 6.6 House Cluster: Forsyth-Stokes

6.6.1 Comparison map examples


## - Ex. 4602 -

### 6.6.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.913 \%$ | 9 | $99.912 \%$ | 17 | $99.915 \%$ | 25 | $99.914 \%$ |
| 2 | $99.914 \%$ | 10 | $99.914 \%$ | 18 | $99.914 \%$ | 26 | $99.913 \%$ |
| 3 | $99.917 \%$ | 11 | $99.912 \%$ | 19 | $99.916 \%$ | 27 | $99.914 \%$ |
| 4 | $99.916 \%$ | 12 | $99.912 \%$ | 20 | $99.914 \%$ | 28 | $99.912 \%$ |
| 5 | $99.913 \%$ | 13 | $99.914 \%$ | 21 | $99.913 \%$ | 29 | $99.915 \%$ |
| 6 | $99.913 \%$ | 14 | $99.914 \%$ | 22 | $99.914 \%$ | 30 | $99.914 \%$ |
| 7 | $99.913 \%$ | 15 | $99.912 \%$ | 23 | $99.914 \%$ | 31 | $99.917 \%$ |
| 8 | $99.913 \%$ | 16 | $99.916 \%$ | 24 | $99.915 \%$ | 32 | $99.915 \%$ |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.087 \%$ of districtings (in other words, $99.912 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.26 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.73 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.087 \%$.
- Ex. 4603 -
6.7 House Cluster: Guilford
6.7.1 Comparison map examples

6.7.2 Results

| Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 99.999989\% | 9 | 99.999982\% | 17 | 99.999979\% | 25 | 99.999972\% |
| 2 | 99.999982\% | 10 | 99.999979\% | 18 | 99.999978\% | 26 | 99.999979\% |
| 3 | 99.999972\% | 11 | 99.999978\% | 19 | 99.999981\% | 27 | 99.999978\% |
| 4 | 99.999986\% | 12 | 99.999981\% | 20 | 99.999984\% | 28 | 99.999979\% |
| 5 | 99.999975\% | 13 | 99.999986\% | 21 | 99.999983\% | 29 | 99.999982\% |
| 6 | 99.999982\% | 14 | 99.99998\% | 22 | 99.999979\% | 30 | 99.999982\% |
| 7 | 99.999981\% | 15 | 99.99997\% | 23 | 99.999983\% | 31 | 99.999982\% |
| 8 | 99.999982\% | 16 | 99.999976\% | 24 | 99.999981\% | 32 | 99.999984\% |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.000029 \%$ of districtings (in other words, $99.99997 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.000089 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.99991 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.000029 \%$.

$$
\text { - Ex. } 4605 \text { - }
$$

6.8 House Cluster: Mecklenburg
6.8.1 Comparison map examples


### 6.8.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $98.7 \%$ | 9 | $98.6 \%$ | 17 | $98.4 \%$ | 25 | $98.9 \%$ |
| 2 | $99.36 \%$ | 10 | $99.15 \%$ | 18 | $99 . \%$ | 26 | $98.3 \%$ |
| 3 | $98.7 \%$ | 11 | $98.7 \%$ | 19 | $98.4 \%$ | 27 | $98.8 \%$ |
| 4 | $99.14 \%$ | 12 | $99.17 \%$ | 20 | $99.17 \%$ | 28 | $98.5 \%$ |
| 5 | $98.4 \%$ | 13 | $99.05 \%$ | 21 | $98.8 \%$ | 29 | $99.08 \%$ |
| 6 | $99.33 \%$ | 14 | $99.02 \%$ | 22 | $98.9 \%$ | 30 | $98.9 \%$ |
| 7 | $98.5 \%$ | 15 | $99 . \%$ | 23 | $98.9 \%$ | 31 | $99.12 \%$ |
| 8 | $98.9 \%$ | 16 | $99.17 \%$ | 24 | $98.9 \%$ | 32 | $99.2 \%$ |


seats expected

- First level analysis: In every run, the districting was in the most partisan $1.7 \%$ of districtings (in other words, $98.3 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $5.0 \%$ of all alternative districtings satisfying my districting criteria (in other words, $95.0 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=1.7 \%$.
- Ex. 4607 -


### 6.9 House Cluster: Pitt

6.9.1 Comparison map examples


### 6.9.2 Results

| Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 96.3\% | 9 | 96.4\% | 17 | 96.3\% | 25 | 96.4\% |
| 2 | 96.3\% | 10 | 96.3\% | 18 | 96.3\% | 26 | 96.3\% |
| 3 | 96.4\% | 11 | 96.4\% | 19 | 96.3\% | 27 | 96.4\% |
| 4 | 96.4\% | 12 | 96.4\% | 20 | 96.3\% | 28 | 96.3\% |
| 5 | 96.4\% | 13 | 96.4\% | 21 | 96.3\% | 29 | 96.4\% |
| 6 | 96.3\% | 14 | 96.3\% | 22 | 96.4\% | 30 | 96.3\% |
| 7 | 96.3\% | 15 | 96.3\% | 23 | 96.4\% | 31 | 96.4\% |
| 8 | 96.3\% | 16 | 96.4\% | 24 | 96.4\% | 32 | 96.4\% |



- First level analysis: In every run, the districting was in the most partisan $3.6 \%$ of districtings (in other words, $96.3 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $11 \%$ of all alternative districtings satisfying my districting criteria (in other words, $89.1 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=3.6 \%$.

$$
\text { - Ex. } 4609 \text { - }
$$

### 6.10 House Cluster: Wake

### 6.10.1 Comparison map examples



### 6.10.2 Results



- First level analysis: In every run, the districting was in the most partisan $0.72 \%$ of districtings (in other words, $99.27 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $2.2 \%$ of all alternative districtings satisfying my districting criteria (in other words, $97.8 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.72 \%$.
- Ex. 4611 -
6.11 House Cluster: Alamance
6.11.1 Comparison map examples



### 6.11.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $26.3 \%$ | 9 | $26.4 \%$ | 17 | $26.3 \%$ | 25 | $26.4 \%$ |
| 2 | $26.3 \%$ | 10 | $26.3 \%$ | 18 | $26.4 \%$ | 26 | $26.3 \%$ |
| 3 | $26.3 \%$ | 11 | $26.3 \%$ | 19 | $26.3 \%$ | 27 | $26.3 \%$ |
| 4 | $26.4 \%$ | 12 | $26.3 \%$ | 20 | $26.3 \%$ | 28 | $26.3 \%$ |
| 5 | $26.4 \%$ | 13 | $26.4 \%$ | 21 | $26.4 \%$ | 29 | $26.3 \%$ |
| 6 | $26.3 \%$ | 14 | $26.3 \%$ | 22 | $26.4 \%$ | 30 | $26.4 \%$ |
| 7 | $26.4 \%$ | 15 | $26.3 \%$ | 23 | $26.3 \%$ | 31 | $26.3 \%$ |
| 8 | $26.4 \%$ | 16 | $26.4 \%$ | 24 | $26.4 \%$ | 32 | $26.4 \%$ |



- First level analysis: In every run, the districting was in the most partisan $74 \%$ of districtings (in other words, $26.3 \%$ were less partisan, in every run).
- Second level analysis: The enacted map is not unusual enough in the first-level analysis to enable a statistically significant second-level analysis of this cluster.
- Ex. 4613 -
6.12 House Cluster: Brunswick/New Hanover
6.12.1 Comparison map examples



### 6.12.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :--- | :--- | :---: | :--- | :--- | :--- | :--- | :--- |
| 1 | $89.4 \%$ | 9 | $89.5 \%$ | 17 | $89.5 \%$ | 25 | $89.5 \%$ |
| 2 | $89.4 \%$ | 10 | $89.5 \%$ | 18 | $89.4 \%$ | 26 | $89.5 \%$ |
| 3 | $89.5 \%$ | 11 | $89.5 \%$ | 19 | $89.5 \%$ | 27 | $89.4 \%$ |
| 4 | $89.4 \%$ | 12 | $89.4 \%$ | 20 | $89.4 \%$ | 28 | $89.5 \%$ |
| 5 | $89.4 \%$ | 13 | $89.5 \%$ | 21 | $89.5 \%$ | 29 | $89.5 \%$ |
| 6 | $89.5 \%$ | 14 | $89.6 \%$ | 22 | $89.5 \%$ | 30 | $89.4 \%$ |
| 7 | $89.4 \%$ | 15 | $89.5 \%$ | 23 | $89.5 \%$ | 31 | $89.5 \%$ |
| 8 | $89.5 \%$ | 16 | $89.4 \%$ | 24 | $89.4 \%$ | 32 | $89.5 \%$ |



- First level analysis: In every run, the districting was in the most partisan $11 \%$ of districtings (in other words, $89.4 \%$ were less partisan, in every run).
- Second level analysis: The enacted map is not unusual enough in the first-level analysis to enable a statistically significant second-level analysis of this cluster.
- Ex. 4615 -
6.13 House Cluster: Durham/Person
6.13.1 Comparison map examples



## - Ex. 4616 -

### 6.13.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Rercentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :--- | :--- | :---: | :--- | :--- | :--- | :--- | :--- |
| 1 | $99.936 \%$ | 9 | $99.935 \%$ | 17 | $99.938 \%$ | 25 | $99.935 \%$ |
| 2 | $99.933 \%$ | 10 | $99.937 \%$ | 18 | $99.937 \%$ | 26 | $99.933 \%$ |
| 3 | $99.937 \%$ | 11 | $99.94 \%$ | 19 | $99.934 \%$ | 27 | $99.939 \%$ |
| 4 | $99.932 \%$ | 12 | $99.933 \%$ | 20 | $99.934 \%$ | 28 | $99.936 \%$ |
| 5 | $99.933 \%$ | 13 | $99.936 \%$ | 21 | $99.936 \%$ | 29 | $99.937 \%$ |
| 6 | $99.936 \%$ | 14 | $99.935 \%$ | 22 | $99.938 \%$ | 30 | $99.933 \%$ |
| 7 | $99.937 \%$ | 15 | $99.933 \%$ | 23 | $99.937 \%$ | 31 | $99.94 \%$ |
| 8 | $99.936 \%$ | 16 | $99.936 \%$ | 24 | $99.934 \%$ | $99.934 \%$ |  |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.067 \%$ of districtings (in other words, $99.932 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.20 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.79 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.067 \%$.
- Ex. 4617 -
6.14 House Cluster: Cabarrus/Davie/Rowan/Yadkin
6.14.1 Comparison map examples



## - Ex. 4618 -

### 6.14.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |  |  |  |  |  |  |
| 1 | $89.0 \%$ | 9 | $90.0 \%$ | 17 | $88.5 \%$ | 25 | $89.9 \%$ |
| 2 | $90.0 \%$ | 10 | $88.9 \%$ | 18 | $89.0 \%$ | 26 | $88.6 \%$ |
| 3 | $90.1 \%$ | 11 | $88.7 \%$ | 19 | $89.4 \%$ | 27 | $89.9 \%$ |
| 4 | $88.4 \%$ | 12 | $89.8 \%$ | 20 | $89.3 \%$ | 28 | $88.9 \%$ |
| 5 | $89.7 \%$ | 13 | $89.4 \%$ | 21 | $92.8 \%$ | 29 | $89.5 \%$ |
| 6 | $88.6 \%$ | 14 | $89.2 \%$ | 22 | $89.1 \%$ | 30 | $87.7 \%$ |
| 7 | $89.5 \%$ | 15 | $88.8 \%$ | 23 | $89.1 \%$ | 31 | $90.2 \%$ |
| 8 | $90.0 \%$ | 16 | $90.0 \%$ | 24 | $88.7 \%$ | 32 | $90.4 \%$ |



- First level analysis: In every run, the districting was in the most partisan $12 \%$ of districtings (in other words, $87.7 \%$ were less partisan, in every run).
- Second level analysis: The enacted map is not unusual enough in the first-level analysis to enable a statistically significant second-level analysis of this cluster.
- Ex. 4619 -
6.15 House Cluster: Cumberland
6.15.1 Comparison map examples



### 6.15.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $83.6 \%$ | 9 | $83.8 \%$ | 17 | $83.8 \%$ | 25 | $84.0 \%$ |
| 2 | $83.7 \%$ | 10 | $83.9 \%$ | 18 | $83.6 \%$ | 26 | $83.5 \%$ |
| 3 | $83.8 \%$ | 11 | $83.8 \%$ | 19 | $83.7 \%$ | 27 | $83.8 \%$ |
| 4 | $83.7 \%$ | 12 | $83.6 \%$ | 20 | $83.7 \%$ | 28 | $83.8 \%$ |
| 5 | $83.6 \%$ | 13 | $83.7 \%$ | 21 | $84.0 \%$ | 29 | $83.7 \%$ |
| 6 | $83.7 \%$ | 14 | $83.6 \%$ | 22 | $83.9 \%$ | 30 | $83.6 \%$ |
| 7 | $83.5 \%$ | 15 | $83.8 \%$ | 23 | $83.7 \%$ | 31 | $83.9 \%$ |
| 8 | $83.7 \%$ | 16 | $83.8 \%$ | 24 | $83.6 \%$ | 32 | $83.9 \%$ |


seats expected

- First level analysis: In every run, the districting was in the most partisan $16 \%$ of districtings (in other words, $83.5 \%$ were less partisan, in every run).
- Second level analysis: The enacted map is not unusual enough in the first-level analysis to enable a statistically significant second-level analysis of this cluster.
- Ex. 4621 -
6.16 Senate Cluster: Cumberland Moore
6.16.1 Comparison map examples
rerera
6.16.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9999968 \%$ | 9 | $99.9999962 \%$ | 17 | $99.9999963 \%$ | 25 | $99.9999954 \%$ |
| 2 | $99.9999961 \%$ | 10 | $99.9999965 \%$ | 18 | $99.9999969 \%$ | 26 | $99.9999955 \%$ |
| 3 | $99.999998 \%$ | 11 | $99.9999954 \%$ | 19 | $99.9999967 \%$ | 27 | $99.999997 \%$ |
| 4 | $99.9999953 \%$ | 12 | $99.9999961 \%$ | 20 | $99.9999969 \%$ | 28 | $99.9999952 \%$ |
| 5 | $99.9999969 \%$ | 13 | $99.9999957 \%$ | 21 | $99.9999971 \%$ | 29 | $99.9999959 \%$ |
| 6 | $99.9999969 \%$ | 14 | $99.9999949 \%$ | 22 | $99.9999961 \%$ | 30 | $99.9999956 \%$ |
| 7 | $99.9999966 \%$ | 15 | $99.9999964 \%$ | 23 | $99.9999961 \%$ | 31 | $99.9999961 \%$ |
| 8 | $99.9999966 \%$ | 16 | $99.9999959 \%$ | 24 | $99.9999977 \%$ | 32 | $99.9999965 \%$ |



- First level analysis: In every run, the districting was in the most partisan $0.0000050 \%$ of districtings (in other words, $99.9999949 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.000015 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.999984 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.0000050 \%$.
- Ex. 4623 -
6.17 Senate Cluster: Forsyth-Stokes
6.17.1 Comparison map examples



### 6.17.2 Results

$\left.\begin{array}{l|l||c|l||l|l|l|l}\text { Run } & \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array} & & \begin{array}{l}\text { Run } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array} & & \begin{array}{l}\text { Run }\end{array} & \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array} & \begin{array}{l}\text { Run }\end{array} \\ \hline 1 & 99.9983 \% & 9 & 99.9983 \% & 17 & 99.9983 \% & 25 & 99.9983 \% \\ \text { comparcentage of } \\ \text { less partisan than } \\ \text { enacted plan }\end{array}\right]$


- First level analysis: In every run, the districting was in the most partisan $0.0016 \%$ of districtings (in other words, $99.9983 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.0051 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.9947 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.0016 \%$.

$$
\text { - Ex. } 4625 \text { - }
$$

### 6.18 Senate Cluster: Granville-Wake

6.18.1 Comparison map examples


### 6.18.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :--- | :--- | :---: | :--- | :--- | :--- | :--- |
| 1 | $99.99999934 \%$ | 9 | $99.99999921 \%$ | 17 | $99.99999999936 \%$ | 25 | $99.9999971 \%$ |
| 2 | $99.9999984 \%$ | 10 | $99.99999999936 \%$ | 18 | $99.99999913 \%$ | 26 | $99.9999975 \%$ |
| 3 | $99.99999917 \%$ | 11 | $99.99999966 \%$ | 19 | $99.9999967 \%$ | 27 | $99.99999909 \%$ |
| 4 | $99.99999999945 \%$ | 12 | $99.9999979 \%$ | 20 | $99.99999963 \%$ | 28 | $99.999989 \%$ |
| 5 | $99.99999974 \%$ | 13 | $99.9999989 \%$ | 21 | $99.9999999984 \%$ | 29 | $99.99999999954 \%$ |
| 6 | $99.999999939 \%$ | 14 | $99.9999976 \%$ | 22 | $99.99999948 \%$ | 30 | $99.9999968 \%$ |
| 7 | $99.9999999982 \%$ | 15 | $99.9999947 \%$ | 23 | $99.9999984 \%$ | 31 | $99.99999999945 \%$ |
| 8 | $99.9999995 \%$ | 16 | $99.99999969 \%$ | 24 | $99.99999967 \%$ | 32 | $99.99999971 \%$ |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.000010 \%$ of districtings (in other words, $99.999989 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.000030 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.999969 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.000010 \%$.
6.19.1 Comparison map examples



### 6.19.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9999979 \%$ | 9 | $99.9999971 \%$ | 17 | $99.999989 \%$ | 25 | $99.999984 \%$ |
| 2 | $99.999975 \%$ | 10 | $99.999999976 \%$ | 18 | $99.9999929 \%$ | 26 | $99.99999949 \%$ |
| 3 | $99.9999991 \%$ | 11 | $99.9999944 \%$ | 19 | $99.999988 \%$ | 27 | $99.999967 \%$ |
| 4 | $99.999984 \%$ | 12 | $99.99998 \%$ | 20 | $99.99998 \%$ | 28 | $99.999995 \%$ |
| 5 | $99.999976 \%$ | 13 | $99.9999978 \%$ | 21 | $99.99996 \%$ | 29 | $99.999957 \%$ |
| 6 | $99.9999922 \%$ | 14 | $99.999978 \%$ | 22 | $99.999979 \%$ | 30 | $99.9999999957 \%$ |
| 7 | $99.9999997 \%$ | 15 | $99.999986 \%$ | 23 | $99.9999964 \%$ | 31 | $99.9999935 \%$ |
| 8 | $99.999967 \%$ | 16 | $99.9999939 \%$ | 24 | $99.999983 \%$ | 32 | $99.9999984 \%$ |



- First level analysis: In every run, the districting was in the most partisan $0.000042 \%$ of districtings (in other words, $99.999957 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.00012 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.99987 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.000042 \%$.
- Ex. 4629 -
6.20 Senate Cluster: Iredell-Mecklenburg
6.20.1 Comparison map examples



### 6.20.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run <br> comparison maps <br> less partisan than <br> enacted plan |  | Run <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9981 \%$ | 9 | $99.9983 \%$ | 17 | $99.9982 \%$ | 25 | $99.9982 \%$ |
| 2 | $99.9982 \%$ | 10 | $99.9983 \%$ | 18 | $99.9982 \%$ | 26 | $99.9983 \%$ |
| 3 | $99.9982 \%$ | 11 | $99.9981 \%$ | 19 | $99.9981 \%$ | 27 | $99.9981 \%$ |
| 4 | $99.9982 \%$ | 12 | $99.9982 \%$ | 20 | $99.9982 \%$ | 28 | $99.9982 \%$ |
| 5 | $99.9981 \%$ | 13 | $99.9982 \%$ | 21 | $99.9982 \%$ | 29 | $99.9982 \%$ |
| 6 | $99.9983 \%$ | 14 | $99.9982 \%$ | 22 | $99.9982 \%$ | 30 | $99.9982 \%$ |
| 7 | $99.9982 \%$ | 15 | $99.9982 \%$ | 23 | $99.9982 \%$ | 31 | $99.9982 \%$ |
| 8 | $99.9982 \%$ | 16 | $99.9982 \%$ | 24 | $99.9982 \%$ | 32 | $99.9981 \%$ |



- First level analysis: In every run, the districting was in the most partisan $0.0019 \%$ of districtings (in other words, $99.998 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.0057 \%$ of all alternative districtings satisfying my districting criteria (in other words, $99.9943 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.0019 \%$.


### 7.1 Alamance

The comparison maps generated by my algorithm were similar to the enacted map with respect to their wave threshold for both possible seat values (results here shown for the wave threshold for 0 seats):


## - Ex. 4632 -

### 7.2 Brunswick/New Hanover

Despite the fact that my algorithm did not detect large differences between the enacted districting and comparison districtings of this cluster, the enacted map is an extreme outlier among the comparison maps generated by my algorithm with respect to the wave threshold for two seats. In particuliar, for the enacted map in this cluster, Democratic performance could increase by 10.1 percentage points in every district without Democrats capturing more than two seats. In every run of my algorithm, $99.72 \%$ of comparison maps would allow Democrats to capture a third seat with a smaller wave.

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Pun <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.987 \%$ | 9 | $99.94 \%$ | 17 | $99.9956 \%$ | 25 | $99.83 \%$ |
| 2 | $99.99 \%$ | 10 | $99.907 \%$ | 18 | $99.9957 \%$ | 26 | $99.79 \%$ |
| 3 | $99.929 \%$ | 11 | $99.85 \%$ | 19 | $99.8 \%$ | 27 | $99.975 \%$ |
| 4 | $99.88 \%$ | 12 | $99.9912 \%$ | 20 | $99.922 \%$ | 28 | $99.85 \%$ |
| 5 | $99.86 \%$ | 13 | $99.77 \%$ | 21 | $99.961 \%$ | 29 | $99.83 \%$ |
| 6 | $99.934 \%$ | 14 | $99.89 \%$ | 22 | $99.952 \%$ | 30 | $99.92 \%$ |
| 7 | $99.73 \%$ | 15 | $99.87 \%$ | 23 | $99.97 \%$ | 31 | $99.946 \%$ |
| 8 | $99.96 \%$ | 16 | $99.72 \%$ | 24 | $99.911 \%$ | 32 | $99.961 \%$ |

## - Ex. 4633 -

### 7.3 Cabarrus/Davie/Rowan/Yadkin

The comparison maps generated by my algorithm were similar to the enacted map with respect to their wave threshold for all seat values (results here shown for the wave threshold for 1 seat):


## - Ex. 4634 -

### 7.4 Cumberland

Despite the fact that my algorithm did not detect large differences between the enacted districting and comparison districtings of this cluster, the enacted map is an extreme outlier among the comparison maps generated by my algorithm with respect to the wave threshold for two seats.

wave threshold

## - Ex. 4635 -

## Appendix C Robustness Checks, Congressional districting

## C. 1 Robustness to election data

Here I show results when my analysis of the Congressional map is repeated with other elections in place of the 2020 Attorney General election as my proxy for partisan voting patterns.

## C.1.1 Results with 2020 Presidential election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | RunPercentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |  |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9999925 \%$ | 5 | $99.999986 \%$ | 9 | $99.9999908 \%$ | 13 | $99.9999926 \%$ |
| 2 | $99.999921 \%$ | 6 | $99.999999968 \%$ | 10 | $99.9999932 \%$ | 14 | $99.999988 \%$ |
| 3 | $99.9999955 \%$ | 7 | $99.999984 \%$ | 11 | $99.9999979 \%$ | 15 | $99.9999989 \%$ |
| 4 | $99.9999933 \%$ | 8 | $99.99995 \%$ | 12 | $99.9999999981 \%$ | 16 | $99.999978 \%$ |


seats expected

## - Ex. 4636 -

## C.1.2 Results with 2020 Lieutenant Governor election



## - Ex. 4637 -

## C.1.3 Results with 2020 Governor election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Pun | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9999989 \%$ | 5 | $99.9999979 \%$ | 9 | $99.9999975 \%$ | 13 | $99.99999923 \%$ |
| 2 | $99.9999914 \%$ | 6 | $99.9999999922 \%$ | 10 | $99.99999974 \%$ | 14 | $99.99999968 \%$ |
| 3 | $99.9999996 \%$ | 7 | $99.999999934 \%$ | 11 | $99.999999994 \%$ | 15 | $99.999999982 \%$ |
| 4 | $99.999999966 \%$ | 8 | $99.9999982 \%$ | 12 | $99.9999999981 \%$ | 16 | $99.999999961 \%$ |



## C. 2 Robustness to incumbency protection

Here I show results when my analysis of the Congressional map is repeated without ensuring the protection of incumbents.

## C.2.1 Comparison map examples



| Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 99.999998\% | 5 | 99.99999918\% | 9 | 99.9999976\% | 13 | 99.999982\% |
| 2 | 99.999999901\% | 6 | 99.9999978\% | 10 | 99.999989\% | 14 | 99.99999901\% |
| 3 | 99.9999986\% | 7 | 99.999999961\% | 11 | 99.9999967\% | 15 | 99.99999977\% |
| 4 | 99.9999967\% | 8 | 99.9999954\% | 12 | 99.9999999981\% | 16 | 99.9999986\% |



## - Ex. 4639 - <br> C. 3 Robustness to compactness: 0\% Polsby-Popper threshold

Here I show results when my analysis of the Congressional map is repeated with a $0 \%$ threshold for compactness in place of the $5 \%$ error I allow in my primary analysis.

## C.3.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.99999989 \%$ | 5 | $99.9999997 \%$ | 9 | $99.9999975 \%$ | 13 | $99.999979 \%$ |
| 2 | $99.9999984 \%$ | 6 | $99.99999983 \%$ | 10 | $99.9999968 \%$ | 14 | $99.9999968 \%$ |
| 3 | $99.9999933 \%$ | 7 | $99.9999962 \%$ | 11 | $99.9999968 \%$ | 15 | $99.9999983 \%$ |
| 4 | $99.999986 \%$ | 8 | $99.9999983 \%$ | 12 | $99.99999954 \%$ | 16 | $99.9999984 \%$ |



## - Ex. 4640 - <br> C. 4 Robustness to compactness: 10\% Polsby-Popper threshold

Here I show results when my analysis of the Congressional map is repeated with a $10 \%$ threshold for compactness in place of the $5 \%$ error I allow in my primary analysis.

## C.4.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9999988 \%$ | 5 | $99.9999974 \%$ | 9 | $99.999982 \%$ | 13 | $99.9999976 \%$ |
| 2 | $99.9999989 \%$ | 6 | $99.9999989 \%$ | 10 | $99.9999954 \%$ | 14 | $99.9999985 \%$ |
| 3 | $99.9999961 \%$ | 7 | $99.999999946 \%$ | 11 | $99.9999965 \%$ | 15 | $99.99999983 \%$ |
| 4 | $99.99999981 \%$ | 8 | $99.9999973 \%$ | 12 | $99.9999999981 \%$ | 16 | $99.99999985 \%$ |


seats expected

## - Ex. 4641 -

## C. 5 Robustness to compactness 5\% Perimeter compactness

Here I show results when my analysis of the Congressional map is repeated with a completely different compactness score, based just on the total perimeter of all districts in the districting.

## C.5.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9999988 \%$ | 5 | $99.9999968 \%$ | 9 | $99.999998 \%$ | 13 | $99.9999976 \%$ |
| 2 | $99.99999948 \%$ | 6 | $99.9999949 \%$ | 10 | $99.9999978 \%$ | 14 | $99.9999986 \%$ |
| 3 | $99.99999941 \%$ | 7 | $99.9999999976 \%$ | 11 | $99.999982 \%$ | 15 | $99.99999983 \%$ |
| 4 | $99.99999981 \%$ | 8 | $99.9999906 \%$ | 12 | $99.9999999981 \%$ | 16 | $99.9999963 \%$ |


seats expected

## C. 6 Robustness to 1\% population deviation

Here I show results when my analysis of the Congressional map is repeated with a $1 \%$ population deviation constraint instead of a $2 \%$ population deviation constraint.

## C.6.1 Comparison map examples



| Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 99.9999911\% | 5 | 99.999999907\% | 9 | 99.9999983\% | 13 | 99.999914\% |
| 2 | 99.9999966\% | 6 | 99.99999999945\% | 10 | 99.99978\% | 14 | 99.9999988\% |
| 3 | 99.999949\% | 7 | 99.9999986\% | 11 | 99.999989\% | 15 | 99.999971\% |
| 4 | 99.9999935\% | 8 | 99.999951\% | 12 | 99.999934\% | 16 | 99.999997\% |


seats expected

## C. 7 Geounit analysis

Here I show results when my analysis of the Congressional map is repeated at the geounit level, with a $0.5 \%$ population deviation constraint.

## C.7.1 Comparison map examples



## C.7.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :---: | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.999952 \%$ | 5 | $99.999987 \%$ | 9 | $99.999962 \%$ | 13 | $99.9999952 \%$ |
| 2 | $99.999989 \%$ | 6 | $99.999986 \%$ | 10 | $99.9999964 \%$ | 14 | $99.9999962 \%$ |
| 3 | $99.999967 \%$ | 7 | $99.9999924 \%$ | 11 | $99.999974 \%$ | 15 | $99.999926 \%$ |
| 4 | $99.999964 \%$ | 8 | $99.999996 \%$ | 12 | $99.999977 \%$ | 16 | $99.9999935 \%$ |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.000073 \%$ of districtings (in other words, $99.999926 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.00022 \%$ of all alternative districtings of North Carolina satisfying my districting criteria (in other words, $99.99977 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.000073 \%$.


## C. 8 Analysis of VTD-level blueprint

Here I show results when my analysis of the Congressional map is performed not on the precise enacted map, but a whole-VTD-level blueprint for the enacted map obtained by assigning each split VTD to the district it has the greatest intersection with.

## C.8.1 Comparison map examples



## C.8.2 Results

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |  |  |  |  |  |  |
| 1 | $99.9999982 \%$ | 9 | $99.99999969 \%$ | 17 | $99.9999991 \%$ | 25 | $99.9999986 \%$ |
| 2 | $99.99999947 \%$ | 10 | $99.9999952 \%$ | 18 | $99.99999944 \%$ | 26 | $99.9999998 \%$ |
| 3 | $99.9999957 \%$ | 11 | $99.999986 \%$ | 19 | $99.999978 \%$ | 27 | $99.9999977 \%$ |
| 4 | $99.9999907 \%$ | 12 | $99.999979 \%$ | 20 | $99.9999959 \%$ | 28 | $99.999976 \%$ |
| 5 | $99.9999981 \%$ | 13 | $99.9999986 \%$ | 21 | $99.99999946 \%$ | 29 | $99.9999958 \%$ |
| 6 | $99.99999954 \%$ | 14 | $99.999984 \%$ | 22 | $99.9999971 \%$ | 30 | $99.999986 \%$ |
| 7 | $99.9999917 \%$ | 15 | $99.9999977 \%$ | 23 | $99.9999974 \%$ | 31 | $99.9999969 \%$ |
| 8 | $99.9999917 \%$ | 16 | $99.9999961 \%$ | 24 | $99.9999942 \%$ | 32 | $99.9999958 \%$ |


seats expected

- First level analysis: In every run, the districting was in the most partisan $0.000021 \%$ of districtings (in other words, $99.999978 \%$ were less partisan, in every run).
- Second level analysis: My theorems imply that the enacted districting is among the most optimized-for-partisanship $0.000064 \%$ of all alternative districtings of North Carolina satisfying my districting criteria (in other words, $99.999935 \%$ are less optimized-for-partisanship), measured by their $\varepsilon$-fragility for $\varepsilon=0.000021 \%$.

Here I show results when my analysis of the Senate map is repeated with other elections in place of the 2020 Attorney General election as my proxy for partisan voting patterns.

- Ex. 4645 -


## D.1.1 Results with 2020 Presidential election

$\left.\begin{array}{l|l||c|l||c|l||l|l}\text { Run } & \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array} & & \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array} & & \text { Run } & \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array} & \text { Run }\end{array} \begin{array}{l}\text { Percentage of } \\ \text { comparison maps } \\ \text { less partisan than } \\ \text { enacted plan }\end{array}\right]$


## D.1.2 Results with 2020 Lieutenant Governor election

## Run $\mid$ Percentage of $\|$ Run $\mid$ Percentage of $\|$ Run $\mid$ Percentage of $\|$ Run $\mid$ Percentage of

## $-E x .{ }^{5 \%} 4646^{\text {bcted }}$

## D.1.2 Results with 2020 Lieutenant Governor election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :--- | :--- | :--- | :--- |
| 1 | $99.943 \%$ | 5 | $99.987 \%$ | 9 | $99.9912 \%$ | 13 | $99.9911 \%$ |
| 2 | $99.996 \%$ | 6 | $99.982 \%$ | 10 | $99.9955 \%$ | 14 | $99.977 \%$ |
| 3 | $99.973 \%$ | 7 | $99.994 \%$ | 11 | $99.9958 \%$ | 15 | $99.944 \%$ |
| 4 | $99.9927 \%$ | 8 | $99.983 \%$ | 12 | $99.89 \%$ | 16 | $99.995 \%$ |


seats expected

- Ex. 4647 -
D.1.3 Results with 2020 Governor election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :---: | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.99999936 \%$ | 5 | $99.9999996 \%$ | 9 | $99.9999998 \%$ | 13 | $99.999999973 \%$ |
| 2 | $99.999999949 \%$ | 6 | $99.9999974 \%$ | 10 | $99.9999987 \%$ | 14 | $99.9999985 \%$ |
| 3 | $99.99999978 \%$ | 7 | $99.9999999929 \%$ | 11 | $99.9999998 \%$ | 15 | $99.999999961 \%$ |
| 4 | $99.9999989 \%$ | 8 | $99.9999999969 \%$ | 12 | $99.999999973 \%$ | 16 | $99.9999985 \%$ |


seats expected

## - Ex. 4648 - <br> D. 2 Robustness to incumbency protection

Here I show results when my analysis of the Senate map is repeated without ensuring the protection of incumbents.

## D.2.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :---: | :--- | :--- | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9998 \%$ | 5 | $99.9993 \%$ | 9 | $99.99989 \%$ | 13 | $99.99906 \%$ |
| 2 | $99.99988 \%$ | 6 | $99.99985 \%$ | 10 | $99.99968 \%$ | 14 | $99.9987 \%$ |
| 3 | $99.99971 \%$ | 7 | $99.999907 \%$ | 11 | $99.9998 \%$ | 15 | $99.99928 \%$ |
| 4 | $99.99922 \%$ | 8 | $99.9985 \%$ | 12 | $99.99976 \%$ | 16 | $99.9943 \%$ |


seats expected

## D. 3 Compactness: 0\% Polsby-Popper threshold

Here I show results when my analysis of the Senate map is repeated with a $0 \%$ threshold for compactness in place of the $5 \%$ error I allow in my primary analysis.

## D.3.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :---: | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9979 \%$ | 5 | $99.9978 \%$ | 9 | $99.995 \%$ | 13 | $99.9986 \%$ |
| 2 | $99.99909 \%$ | 6 | $99.9968 \%$ | 10 | $99.9982 \%$ | 14 | $99.9989 \%$ |
| 3 | $99.9968 \%$ | 7 | $99.99933 \%$ | 11 | $99.9987 \%$ | 15 | $99.9973 \%$ |
| 4 | $99.99927 \%$ | 8 | $99.9979 \%$ | 12 | $99.99923 \%$ | 16 | $99.9976 \%$ |


seats expected

## D. 4 Compactness: 10\% Polsby-Popper threshold

Here I show results when my analysis of the Senate map is repeated with a $10 \%$ threshold for compactness in place of the $5 \%$ error I allow in my primary analysis.

## D.4.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run <br> Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :--- | :--- | :--- | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9963 \%$ | 5 | $99.992 \%$ | 9 | $99.971 \%$ | 13 | $99.98 \%$ |
| 2 | $99.9928 \%$ | 6 | $99.986 \%$ | 10 | $99.985 \%$ | 14 | $99.9917 \%$ |
| 3 | $99.988 \%$ | 7 | $99.993 \%$ | 11 | $99.9924 \%$ | 15 | $99.978 \%$ |
| 4 | $99.987 \%$ | 8 | $99.9957 \%$ | 12 | $99.9908 \%$ | 16 | $99.9969 \%$ |


seats expected

## D. 5 Compactness 5\% Perimeter compactness

Here I show results when my analysis of the Senate map is repeated with a completely different compactness score, based just on the total perimeter of all districts in the districting.

## D.5.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9913 \%$ | 5 | $99.985 \%$ | 9 | $99.988 \%$ | 13 | $99.9907 \%$ |
| 2 | $99.9907 \%$ | 6 | $99.989 \%$ | 10 | $99.988 \%$ | 14 | $99.982 \%$ |
| 3 | $99.9949 \%$ | 7 | $99.9929 \%$ | 11 | $99.986 \%$ | 15 | $99.981 \%$ |
| 4 | $99.989 \%$ | 8 | $99.989 \%$ | 12 | $99.987 \%$ | 16 | $99.9919 \%$ |


seats expected
E.1. 1 Results with 2020 Presidential election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | RunPercentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |  |
| :---: | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.999999985 \%$ | 5 | $99.99999945 \%$ | 9 | $99.9999986 \%$ | 13 | $99.99999986 \%$ |
| 2 | $99.999999981 \%$ | 6 | $99.99999948 \%$ | 10 | $99.99999912 \%$ | 14 | $99.999999976 \%$ |
| 3 | $99.99999997 \%$ | 7 | $99.999999963 \%$ | 11 | $99.99999986 \%$ | 15 | $99.99999984 \%$ |
| 4 | $99.9999969 \%$ | 8 | $99.9999981 \%$ | 12 | $99.9999985 \%$ | 16 | $99.9999989 \%$ |



## E.1.2 Results with 2020 Lieutenant Governor election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :--- | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.99999988 \%$ | 5 | $99.9999983 \%$ | 9 | $99.999997 \%$ | 13 | $99.9999957 \%$ |
| 2 | $99.999981 \%$ | 6 | $99.9999926 \%$ | 10 | $99.9999979 \%$ | 14 | $99.9999905 \%$ |
| 3 | $99.99999907 \%$ | 7 | $99.9999927 \%$ | 11 | $99.9999974 \%$ | 15 | $99.99999914 \%$ |
| 4 | $99.9999969 \%$ | 8 | $99.999993 \%$ | 12 | $99.9999981 \%$ | 16 | $99.99999924 \%$ |


seats expected

- Ex. 4654 -


## E.1.3 Results with 2020 Governor election

| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  |
| :---: | :--- | :--- | :--- | :---: | :--- | :---: | :--- |
| 1 | $99.9999985 \%$ | 5 | $99.999999931 \%$ | 9 | $99.999999975 \%$ | 13 | $99.99999986 \%$ |
| 2 | $99.999999984 \%$ | 6 | $99.9999994 \%$ | 10 | $99.9999986 \%$ | 14 | $99.99999988 \%$ |
| 3 | $99.99999997 \%$ | 7 | $99.999999986 \%$ | 11 | $99.9999998 \%$ | 15 | $99.99999948 \%$ |
| 4 | $99.9999985 \%$ | 8 | $99.99999985 \%$ | 12 | $99.99999914 \%$ | 16 | $99.99999989 \%$ |


seats expected

## E. 2 Robustness to incumbency protection

Here I show results when my analysis of the House map is repeated without ensuring the protection of incumbents.

## E.2.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |  | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | RunPercentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.99999987 \%$ | 5 | $99.9999933 \%$ | 9 | $99.99999967 \%$ | 13 | $99.99999989 \%$ |
| 2 | $99.999999981 \%$ | 6 | $99.9999962 \%$ | 10 | $99.99999944 \%$ | 14 | $99.99999981 \%$ |
| 3 | $99.99999997 \%$ | 7 | $99.9999968 \%$ | 11 | $99.9999944 \%$ | 15 | $99.99999 \%$ |
| 4 | $99.999999908 \%$ | 8 | $99.99999961 \%$ | 12 | $99.999999963 \%$ | 16 | $99.99999947 \%$ |



## - Ex. 4656 -

## E. 3 Compactness: 0\% Polsby-Popper threshold

Here I show results when my analysis of the House map is repeated with a $0 \%$ threshold for compactness in place of the $5 \%$ error I allow in my primary analysis.

## E.3.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :---: | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9999996 \%$ | 5 | $99.99999927 \%$ | 9 | $99.9999987 \%$ | 13 | $99.9999978 \%$ |
| 2 | $99.99999982 \%$ | 6 | $99.999999941 \%$ | 10 | $99.9999966 \%$ | 14 | $99.9999986 \%$ |
| 3 | $99.999987 \%$ | 7 | $99.9999971 \%$ | 11 | $99.9999963 \%$ | 15 | $99.99999975 \%$ |
| 4 | $99.9999912 \%$ | 8 | $99.9999988 \%$ | 12 | $99.99999928 \%$ | 16 | $99.9999968 \%$ |


seats expected

## E. 4 Compactness: 10\% Polsby-Popper threshold

Here I show results when my analysis of the House map is repeated with a $10 \%$ threshold for compactness in place of the $5 \%$ error I allow in my primary analysis.

## E.4.1 Comparison map examples



| Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan | Run | Percentage of <br> comparison maps <br> less partisan than <br> enacted plan |
| :--- | :--- | :--- | :--- | :---: | :--- | :--- | :--- |
| 1 | $99.9999904 \%$ | 5 | $99.9999989 \%$ | 9 | $99.999999917 \%$ | 13 | $99.9999983 \%$ |
| 2 | $99.999999957 \%$ | 6 | $99.9999971 \%$ | 10 | $99.9999983 \%$ | 14 | $99.99999989 \%$ |
| 3 | $99.9999948 \%$ | 7 | $99.9999999916 \%$ | 11 | $99.999988 \%$ | 15 | $99.99999962 \%$ |
| 4 | $99.9999987 \%$ | 8 | $99.9999955 \%$ | 12 | $99.9999922 \%$ | 16 | $99.9999974 \%$ |


seats expected

## - Ex. 4658 -

## E. 5 Compactness 5\% Perimeter compactness

Here I show results when my analysis of the House map is repeated with a completely different compactness score, based just on the total perimeter of all districts in the districting.

## E.5.1 Comparison map examples



seats expected

## - Ex. 4659

## 5 Random Changes

As described earlier, my method involves making small random changes to a map. For example, depicted here is a small random change made to the enacted House districting within the Guilford county cluster:


The geographical units used for these small random changes in this district are voting tabulation districtsVTDs. In particular, at each step of the sequence of random changes for the house districting within Guilford county, I move a randomly VTD that is at the boundary of two districts from one of those districts to the other (unlecs it would violate the constraints laid out in Section 431
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## 1 Introduction

In his report, Michael Barber presents the results of simulated district plans as part of an analysis which purports to elicit whether the enacted House and Senate maps of North Carolina are "partisan outliers". Barber makes choices in his analysis that reduce its ability to detect gerrymandering North Carolina clusters; for example, he discusses the partisan bias of the enacted House and Senate maps through the lens of the whole number of "Democratric-lean" districts in one hypothetical election, a lens through which even the effects of extreme gerrymandering in NC county clusters - each with a small number of districts-are made to appear less dramatic.

Nevertheless, his primary analyses (Tables 2 and 32) still find the whole-state House and Senate plans to be partisan outliers compared to his simulated maps, according to the definition he lays out in his report; in particular, he reports the middle- $50 \%$ of simulated maps to have 46-51 total "Democratic-lean" districts across the House clusters he analyzes, and reports that the enacted map contains 45 such districts. For the Senate he reports a middle-50\% range of 19-19 total Democratic-lean districts in his simulations, and that the enacted map contains 16 such districts.

In fact, Barber incorrectly calculated the distribution of Democrat-leaning seats for the whole-state outcomes of his simulation analysis, incorrectly reporting the sums of lower- and upper-quartile seat counts in individual clusters as the lower- and upper-quartile for total statewide seats. When the distribution of "lean Democrat district" counts at the whole-state level are calculated correctly for Barber's simulations (still using the partisan index he defines), one finds that the middle- $50 \%$ range for Barber's simulated maps in the House is actually 48-50 Democratic-lean districts, not 46-51 as Barber shows, and that the enacted North Carolina House map lies in the most Republican-biased $00.18 \%$ of whole state maps composed of Barber's simulations, and the enacted North Carolina Senate map lies in the most Republican-based $00.39 \%$ of whole state maps composed of Barber's simulations. This computation can be carried out entirely with the figures provided in Barber's report, and uses Barber's simulated maps and Barber's metric of partisan bias (number of lean-Democrat districts), calculated with Barber's own partisan voting index.

Finally, when re-analyzing Barber's simulated maps (as provided in his backup data) to compare their expected performance over a range of electoral outcomes rather than comparing the crude number of "lean Democratic districts" for a fixed election average, the differences between the enacted map and Barber's ensemble of simulated comparison maps becomes more dramatic at the cluster level as well. Through this lens, every cluster which my original analysis found to be optimized for partisanship would qualify as a partisan outlier according to Barber's "middle $50 \%$ " criterion, and many are extreme outliers, among the most Republican biased $10 \%, 1 \%$, or $0.1 \%$ of maps, even in clusters where Barber reported that the enacted map was not be a partisan outlier.

## 2 Barber finds the enacted House and Senate maps to be outliers according to his own definition

On page 29 of his report, in the section on House clusters, Barber writes that he considers a districting plan of North Carolina to be a partisan outlier if it lies outside of the "middle $50 \%$ " of simulation results; in Barber's report, the middle $50 \%$ are the maps that lie between the 25 th and 75 th percentiles according to
the number of lean-Democrat districts, as measured with the partisan index Barber obtains by averaging election results. He calls this a "conservative definition" of an outlier, noting that "in the social sciences, medicine, and other disciplines it is traditional to consider something an outlier if it falls outside the middle $95 \%$ or $90 \%$ of the comparison distribution."

In both of his whole-state analysis tables (Table 2 and 32 ), Barber's own findings report the whole map as falling outside the middle $50 \%$ of simulated outcomes for the House and Senate. For example, in the last row, labeled "Total", of Table 2 on page 31, he reports that in the 26 clusters he analyzed, the enacted map contained 45 statewide "lean-Democrat" districts according to his partisan index, while the middle $50 \%$ range of the simulated maps for the total number of seats was $46-51$. Similarly, in Table 32 for the Senate, he reports the enacted map scored as having a total of 16 lean-Democrat seats in the 12 clusters used by the enacted map he analyzed, while the middle $50 \%$ range for his middle $50 \%$ range for the total number of seats in his simulated maps was 19-19. By the definition he chose to offer of a partisan outlier, Barber finds the enacted House and Senate plans are partisan outliers.

## 3 Barber reports incorrect quartiles for totals across clusters

Recall that in his Table 2, in the last column, Barber reports the range of the "middle $50 \%$ " for the number of lean-Democratic districts for his simulations in each cluster, and, at the bottom of the column, for the total across clusters (he reports the range for this total as 46-51). Recall that the bottom of the middle- $50 \%$ range is the lower quartile of the data, and the top of the range is the upper quartile.

For example, in the House:

- for the Buncombe cluster in the House map, Barber reports in Figure 45 that $28 \%$ of his simulated maps contained 2 lean-Democrat districts, while $72 \%$ contained 3.
- for the Cumberland cluster in the House map, Barber reports in Figure 55 that $82 \%$ of his simulated maps contained 3 districts, while $18 \%$ contained 4.

I summarize this information in my Table 1, below:

| Cluster | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Buncombe |  |  | $28 \%$ | $72 \%$ |  |
| Cumberland |  |  |  | $82 \%$ | $18 \%$ |

Table 1: Fraction of maps with various lean-Democrat-district counts, as reported by Barber for Buncombe and Cumberland county districtings.

In his Table 2, Barber correctly summarizes the middle $50 \%$ ranges for the data in each of these clusters as $2-3$ and $3-3$, respectively; in each case, the lower end of the range is the smallest value below which $25 \%$ of his simulated maps lie, and the upper end is the smallest value below which $75 \%$ lie.

Suppose though, just as an example, that we wished to calculate the distribution of the total number of lean-Democrat districts across just these two clusters according the Barber's simulations; this will also enable us to calculate the middle- $50 \%$ of outcomes for the total lean-Democrat districts across these two clusters.

Note that for maps of these two clusters composed of maps from Barber'simulations, a total of 5,6 , or 7 lean-Democrat districts are possible. For example, 5 lean-Democrat districts can arise only by having 2 such districts in Buncombe and 3 in Cumberland, and fewer are not possible.

According to Barber's simulations, as summarized in Table 1, $28 \%$ of the maps of these two clusters would have 2 lean-Democrat districts in Buncombe, while $82 \%$ would have 3 lean-Democrat districts in Cumberland. As the districtings in each cluster can be chosen independently of each other, a total of

$$
28 \% \times 82 \%=22.96 \%
$$

of districtings of these two counties would have a total of 5 lean-Democrat districts. (Note that having fewer than 5 lean-Democrat seats happens $0 \%$ of the time, according to Barber's simulations.)

6 lean-Democrat districts can arise from having 2 lean-Democrat districts in Buncombe and 4 in Cumberland, or having 3 lean-Democrat districts in Buncombe and 3 in Cumberland. Thus according to Barber's simulation results the frequency of this outcome would be

$$
28 \% \times 18 \%+72 \% \times 82 \%=64.08 \%
$$

Finally, the likelihood of 7 lean-Democrat seats, which arise just when there are 3 lean-Democrat districts in Buncombe and 4 lean-Democrat districts in Cumberland, would be

$$
72 \% \times 18 \%=12.96 \%
$$

(Note that altogether, $22.96 \%+64.08 \%+12.96 \%=100 \%$.)
Evidently, the middle- $50 \%$ range for the total of lean-Democrat seats across these two counties would be 6-6; the 6 -lean-Democrat-district maps include the middle- $50 \%$ of simulated maps. ( 6 is both the 25 th percentile and the 75 th percentile of the number of Democratic-lean seats in the simulated maps.)

Under Barber's incorrect approach, he would have simply added the bottom and top of the middle- $50 \%$ ranges for Buncombe and Cumberland (2-3 and $3-3$, respectively) to arrive at a middle- $50 \%$ range for the total number of lean-Democrat-districts across these two counties; that procedure would produce a range of $5-6$, which is wider than the true middle- $50 \%$ range of the total number of districts across the two counties (namely 6-6), as correctly calculated above.

In general, the magnitude of this error grows larger and larger the more independent cluster-specific results are aggregated by incorrectly summing the lower and upper quartiles as a substitute for a correct calculation of the distribution of total statewide lean-Democrat districts. In Barber's report, he aggregrates across 26 clusters in this way. As we will see in the next section, this has the effect of inflating the true middle- $50 \%$ range of 48-50 to an incorrectly reported range of 46-51.

Technical Remark. Probability generating functions can be used to allow larger calculations of the same type as the one above to be performed using publicly web-based computer algebra systems instead of by programming or using statistical software. Note that precisely the same three calculations above would have been performed if expanding the algebraic expression

$$
\begin{aligned}
&\left(.28 x^{2}+.72 x^{3}\right)\left(.82 x^{3}+.18 x^{4}\right)=(.28 \times .82) x^{5}+(.28 \times .18+.72 \times .82) x^{6}+(.72 \times .18) x^{7} \\
&=.2296 x^{5}+.6408 x^{6}+.1296 x^{7}
\end{aligned}
$$

Observe that the polynomial $.28 x^{2}+.72 x^{3}$ here can be seen as representing the fact that two seats occur in $28 \%$ of the maps for Buncombe, while 3 seats occur in $72 \%$ of the maps. (Similarly, then, for Cumberland and the polynomial $.82 x^{3}+.18 x^{4}$.) The same answers that we found above for the fraction of simulated plans with a total of 5,6 , and 7 lean-Democrat districts, respectively, can be read off as the coefficients of $x^{5}, x^{6}$, and $x^{7}$, in the resulting expansion.

In the technical remark in the next section, I will point out a similar polynomial expansion which can verify the next section's calculations using public web applications, making the main findings of this rebuttal report easy to independently verify.

## 4 Correcting Barber's calculations

In my Table 2 on page 13 of this rebuttal report, I report the results of Barber's Figures 11, 14, 17, 20, 25, $28,31,34,37,45,48,51,55,58,61,64,67,70,73,76,79,82,85$, and 88 . Each of these figures reports, for one of the clusters Barber analyzes, the fraction of his simulated maps which achieve different numbers of "lean Democrat" districts according to the partisan index he uses. For example, in Figure 14 on page 44, Barber reports that $91 \%$ of his simulated maps had one lean-Democrat district, while the remaining $9 \%$ had 2 , as seen in this reproduction below:

Figure 14: Distribution of Partisan Districts from Simulations in Pitt House County Cluster


This information is then reproduced in my Table 2 on page 13, as the following row:

| Cluster | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Pitt |  | $91 \%$ | $9 \%$ |  |  |  |  |  |  |  |  |  |  |

In particular, everything in my Table 2 (and the corresponding Table 3 for the Senate) is taken directly from Barber's report itself.

The data in Table 2 can then be used to calculate the distribution of the total number of lean-Democrat seats based on Barber's simulations across the 26 clusters, exactly in the same way as we did above for just 2 clusters from the data in Table 1. The result of the same calculation is the histogram shown in Figure 1. In particular, according to Barber's own simulated map set, and using his own measure of the number of leanDemocrat districts under his own partisan index, the enacted House map exhibits more Republican bias than $\mathbf{9 9 . 8 2 \%}$ of maps composed of Barber's simulations, over the clusters Barber analyzes.


Figure 1: Total lean-Democrat districts across Barber's House simulations. This histogram shows the performance of Barber's simulated map set across the total set of House clusters Barber analyzes. It uses Barber's set of simulated maps, Barber's chosen metric (number of lean Democratic seats), calculated using the partisan metric Barber himself calculates in his report. The range 49-50 contains $50 \%$ of the simulated maps, the range $48-51$ contains $86 \%$ of the simulated maps, and the range $47-52$ contains more than $98 \%$ of the simulated maps. With 45 lean-Democratic districts across these clusters, the enacted map is in the most Republican-biased $0.18 \%$ of Barber's simulated maps.

In Table 3 I show Barber's Senate data analogous to the House data I show in Table 2. And in Figure 2, I plot the histogram showing the total of Barber's metric of Democratic-leaning districts across Barber's
simulated map set, produced in the same way as I produce Figure 1 for the House. In particular, according to Barber's own simulated map set, and using his own measure of the number of lean-Democrat districts under his own partisan index, the enacted Senate map exhibits more Republican bias than $\mathbf{9 9 . 6 1 \%}$ of maps over the clusters Barber analyzes.


Figure 2: Total lean-Democrat districts across Barber's Senate simulations. This histogram shows the performance of Barber's simulated map set across the total set of Senate clusters Barber analyzes. It uses Barber's set of simulated maps, Barber's chosen metric (number of lean Democratic seats), calculated using the partisan metric Barber himself calculates in his report. The range 18-20 contains $93 \%$ of the simulated maps, and the range 17-21 contains more than $99 \%$ of the simulated maps. With 16 lean-Democrat districts, the enacted map is among the most Republican $00.39 \%$ of maps.

Technical Remark. As noted in the earlier Technical Remark, calculating the results of a histogram like Figure 1 is equivalent to expanding a certain polynomial expression. Based on the data in Table 2, (rows with only zero seats possible can be ignored), the polynomial to be expanded is

$$
\begin{array}{r}
\left(.91 x+.09 x^{2}\right)(.44+.56 x)\left(x^{2}\right)\left(x^{2}\right)(x)\left(.28 x^{2}+.72 x^{3}\right)\left(.82 x^{3}+.18 x^{4}\right)\left(x^{4}\right)(x)\left(.33 x^{2}+.5 x^{3}+.17 x^{4}\right)\left(.99+.01 x^{1}\right) \\
\cdots(.18+.82 x)\left(.01 x^{4}+.79 x^{5}+.21 x^{6}\right)\left(.01 x^{10}+.56 x^{11}+.44 x^{12}\right)\left(.02 x^{10}+.32 x^{11}+.66 x^{12}\right)
\end{array}
$$

and publicly available tools such as wolframalpha.com can be used to verify that this polynomial expands to

$$
\begin{aligned}
& 5.55283 \times 10^{-7} x^{56}+0.0000685893 x^{55}+0.00147488 x^{54}+0.0131615 x^{53} \\
& +0.0612515 x^{52}+0.163979 x^{51}+0.265839 x^{50}+0.267369 x^{49}+0.167218 x^{48}+0.0637935 x^{47}+0.0141775 x^{46} \\
& +0.00167669 x^{45}+0.000089375 x^{44}+1.74341 \times 10^{-6} x^{43}+1.08123 \times 10^{-8} x^{42}
\end{aligned}
$$

The histogram in Figure 1 can be read off the coefficients in this polynomial. For example, the fact that the coefficient of $x^{49}$ is .267369 corresponds to the fact that Figure 1 reports the fraction of simulated maps with a total of 49 Democrat-leaning districts across the clusters Barber analyzes as $26.74 \%$ (rounded to two decimal places).

For the senate, from Table 3, the probability generating function is

$$
\left(.77 x+.23 x^{2}\right)\left(x^{2}\right)(.23+.77 x)\left(.93 x^{2}+.06 x^{3}\right)\left(.01 x^{4}+.24 x^{5}+.75 x^{6}\right)\left(.05 x^{4}+.95 x^{5}\right) x\left(.97 x+.03 x^{2}\right)
$$

which expands to

$$
\begin{align*}
0.000227131 x^{22}+0.0118152 x^{21}+ & 0.159415 x^{20}+0.488577 x^{19} \\
& +0.280141 x^{18}+0.0559707 x^{17}+0.00377389 x^{16}+0.0000807399 x^{15} \tag{1}
\end{align*}
$$

giving the results shown in Figure 2.

## 5 A more sensitive cluster-by-cluster analysis of Barber's maps

In the previous section, I showed that even against Barber's simulated maps, using the partisan index Barber calculates, and using Barber's preferred metric for partisan bias (the number of lean-Democrat districts using that partisan index), both the enacted House and Senate plans are extreme partisan outliers.

This is true despite the fact that using the number of whole lean-Democrat districts with only a single proxy for partisanship is unlikely to capture the effects even of extreme gerrymandering in North Carolina county clusters, where a small number of seats are at stake in each, and the effects of extreme gerrymandering can be to put one or two seats into play (or take them out of contention), even in cases where districts do not change columns in a single hypothetical election.

In other words, I take Barber's single partisan index (which has a two-party statewide Democratic voteshare of $49 \%$ ), and analyze what would happen under his simulations, on average, if you swung the election results so that Democrats did better or worse by a normally-distributed swing matched to past statewide North Carolina elections. This is the same metric I used in my initial report.

In this section, I re-analyze Barber's results, still using his simulated maps, and still using his partisan index, but comparing maps in each cluster using the seats-expected metric (calculated with respect to that index), which evaluates how a map would be expected to perform under a range of conditions rather than one fixed hypothetical election.

Below, I conduct this analysis for every county cluster I analyzed in my original expert report. In every cluster for which my analysis found the enacted map to be among the most optimized-for-partisanship possible maps (the first six House analyzed in the subsections below, and every Senate cluster analyzed below), Barber finds the map to be a partisan outlier according to the "middle-50\%" definition he uses in his report. I summarize the outlier status of these $6+5$ House and Senate clusters according to Barber's simulations in the following table:

| Cluster | Enacted map among <br> most Republican-biased... |
| :--- | :--- |
| House: Buncombe | $00.797 \%$ |
| House: Forsyth-Stokes | $00.0805 \%$ |
| House: Guilford | $00.00646 \%$ |
| House: Mecklenburg | $04.43 \%$ |
| House: Wake | $05.78 \%$ |
| House: Pitt | $24.2 \%$ |
| Senate: Cumberland-Moore | $00.0024 \%$ |
| Senate: Forsyth-Stokes | $00.01 \%$ |
| Senate: Granville-Wake | $00.035 \%$ |
| Senate: Guilford-Rockingham | $00.25 \%$ |
| Senate: Iredell-Mecklenburg | $00.1 \%$ |
|  | $\ldots$. against Barber's simulations. |

Among the four remaining clusters in my report, there are two where the enacted maps are nevertheless extreme outliers against Barber's simulation sets. I summarize the results for these four clusters in the following table:

| Cluster | Enacted map among <br> most Republican-biased... |
| :--- | :--- |
| House: Alamance | $39.4 \%$ |
| House: Brunswick-New Hanover | $73.9 \%$ |
| House: Durham-Person | $00.00265 \%$ |
| House: Cabarrus-Davie-Rowan-Yadkin | $00.352 \%$ |
|  | $\ldots$ against Barber's simulations. |

### 5.1 House: Buncombe


seats expected

Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.797 \%$ of maps.

### 5.2 House: Forsyth-Stokes



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.0805 \%$ of maps.

### 5.3 House: Guilford



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.00646 \%$ of maps.

### 5.4 House: Mecklenburg



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $4.43 \%$ of maps.

### 5.5 House: Wake



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $5.78 \%$ of maps.

### 5.6 House: Pitt



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $24.2 \%$ of maps.

### 5.7 House: Alamance


seats expected
Against the comparison-set of Barber's simulated maps for this cluster, the enacted map is not an outlier.

### 5.8 House: Brunswick-New Hanover


seats expected
Against the comparison-set of Barber's simulated maps for this cluster, the enacted map is not an outlier.

### 5.9 House: Durham-Person



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.00265 \%$ of maps.

### 5.10 House: Cabarrus-Davie-Rowan-Yadkin



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.352 \%$ of maps.

### 5.11 House: Cumberland


seats expected
Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.0095 \%$ of maps.

### 5.12 Senate: Cumberland-Moore



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.00235 \%$ of maps.

### 5.13 Senate: Forsyth-Stokes



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.0104 \%$ of maps.

### 5.14 Senate: Granville-Wake


seats expected

Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.0353 \%$ of maps.

### 5.15 Senate: Guilford-Rockingham


seats expected

Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.251 \%$ of maps.

### 5.16 Senate: Iredell-Mecklenburg



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.104 \%$ of maps.

| Cluster | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Davidson | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Pitt |  | 91\% | 9\% |  |  |  |  |  |  |  |  |  |  |
| Alamance | 44\% | 56\% |  |  |  |  |  |  |  |  |  |  |  |
| Columbus-Robeson | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Carteret-Craven |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Duplin-Wayne | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Nash-Wilson |  |  | 100\% |  |  |  |  |  |  |  |  |  |  |
| Caswell-Orange |  |  | 100\% |  |  |  |  |  |  |  |  |  |  |
| Alexander-Surry-Wilkes | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Franklin-Granville-Vance |  | 100\% |  |  |  |  |  |  |  |  |  |  |  |
| Alleghany-etc | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Beaufort-etc | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Buncombe |  |  | 28\% | 72\% |  |  |  |  |  |  |  |  |  |
| Anson-Union | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Onslow-Pender | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Cumberland |  |  |  | 82\% | 18\% |  |  |  |  |  |  |  |  |
| Harnett-Johnston | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Catawba-Iredell | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Durham-Person |  |  |  |  | 100\% |  |  |  |  |  |  |  |  |
| Brunswick-New Hanover |  | 100\% |  |  |  |  |  |  |  |  |  |  |  |
| Forsyth-Stokes |  |  | $33 \%$ | 50\% | 17\% |  |  |  |  |  |  |  |  |
| Cabarrus-etc | 99\% | 1\% |  |  |  |  |  |  |  |  |  |  |  |
| Chatham-etc | 18\% | 82\% |  |  |  |  |  |  |  |  |  |  |  |
| Guilford |  |  |  |  | 1\% | 79\% | 21\% |  |  |  |  |  |  |
| Avery-etc | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Mecklenburg |  |  |  |  |  |  |  |  |  |  | 1\% | 56\% | 44\% |
| Wake |  |  |  |  |  |  |  |  |  |  | 2\% | 32\% | 66\% |

Table 2: This table collects in one place the fraction of maps in Barber's House simulation sets realizing each number of lean-Democratic seats, as reported by Barber in his Figures 11, 14, 17, 20, 25, 28, $31,34,37,45,48,51,55,58,61,64,67,70,73,76,79,82,85$, and 88 . He does not present figures for the clusters in Alleghany-Ashe-Caldwell-Watauga and Beaufort-Chowan-Currituck-Dare-Hyde-Pamlico-Perquimans-Tyrrell-Washington clusters because his 0-Democratic-district results for those clusters are based on a very small number of maps. For Carteret-Craven his method does not produce any maps.

| Cluster | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Cumberland-Moore |  | $77 \%$ | $23 \%$ |  |  |  |  |
| Chatham-Durham |  |  | $100 \%$ |  |  |  |  |
| Alleghany-etc | $100 \%$ |  |  |  |  |  |  |
| Brunswick-Columbus-New Hanover | $23 \%$ | $77 \%$ |  |  |  |  |  |
| Bladen-etc | $100 \%$ |  |  |  |  |  |  |
| Guilford-Rockingham |  |  | $94 \%$ | $6 \%$ |  |  |  |
| Alamance-etc | $100 \%$ |  |  |  |  |  |  |
| Granville-Wake |  |  |  |  | $1 \%$ | $24 \%$ | $75 \%$ |
| Iredell-Mecklenburg |  |  |  |  | $5 \%$ | $95 \%$ |  |
| Buncombe-Burke-McDowell |  | $100 \%$ |  |  |  |  |  |
| Cleveland-Gaston-Lincoln | $100 \%$ |  |  |  |  |  |  |
| Forsyth-Stokes |  | $97 \%$ | $3 \%$ |  |  |  |  |

Table 3: This table collects in one place the fraction of maps in Barber's Senate simulation sets realizing each number of lean-Democratic seats, as reported by Barber in his Figures 95, 98, 103, 106, 110, 113, $117,120,123,128$. He does not present figures for the Bladen-Duplin-Harnett-Jones-Lee-Pender-Sampson and Cleveland-Gaston-Lincoln clusters because his 0-district results for these clusters are based on a small number of maps.

I hereby certify that the foregoing statements are true and correct to the best of my knowledge, information, and belief.
zern

Wesley Pegden
12/28/2021
=Ex
-

- Ex. 4677 -

Figure 14: Distribution of Partisan Districts from Simulations in Pitt House County Cluster


Number of Democratic Leaning'Districts
black $=$ Simulation Results, red $=$ Enacled Plan, green $=$ Duchin Plan

This information is then reproduced in my Table 2 on page 13 , as the following row:

| Cluster | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Pitt |  | $91 \%$ | $9 \%$ |  |  |  |  |  |  |  |  |  |  |

particular, according to Barber's own simulated map set, and using his own measure of the number of leanDemocrat districts under his own partisan index, the enacted House map exhibits more Republican bias than $99.82 \%$ of maps composed of Bar'Ex's. simglatigns, over the clusters Barber analyzes.


Figure 1: Total lean-Democrat districts across Barber's House simulations. This histogram shows the performance of Barber's simulated map set across the total set of House clusters Barber analyzes. It uses Barber's set of simulated maps, Barber's chosen metric (number of lean Democratic seats), calculated using the partisan metric Barber himself calculates in his report. The range 49-50 contains $50 \%$ of the simulated maps, the range $48-51$ contains $86 \%$ of the simulated maps, and the range $47-52$ contains more than $98 \%$ of the simulated maps. With 45 lean-Democratic districts across these clusters, the enacted map is in the most Republican-biased $0.18 \%$ of Barber's simulated maps.

In Table 3 I show Barber's Senate data analogous to the House data I show in Table 2. And in Figure 2, I plot the histogram showing the total of Barber's metric of Democratic-leaning districts across Barber's
to Barber's own simulated map set, and using his own measure of the number of lean-Democrat districts under his own partisan index, the enacted Senate map exhibits more Republican bias than $\mathbf{9 9 . 6 1 \%}$ of maps over the clusters Barber analyzes. - Ex. 4679 -


Figure 2: Total lean-Democrat districts across Barber's Senate simulations. This histogram shows the performance of Barber's simulated map set across the total set of Senate clusters Barber analyzes. It uses Barber's set of simulated maps, Barber's chosen metric (number of lean Democratic seats), calculated using the partisan metric Barber himself calculates in his report. The range 18-20 contains $93 \%$ of the simulated maps, and the range 17-21 contains more than $99 \%$ of the simulated maps. With 16 lean-Democrat districts, the enacted map is among the most Republican $00.39 \%$ of maps.

Technical Remark. As noted in the earlier Technical Remark, calculating the results of a histogram like Figure 1 is equivalent to expanding a certain polynomial expression. Based on the data in Table 2, (rows
possible maps (the first six House analyzed in the subsections below, and every Senate cluster analyzed below), Barber finds the map to be a partisan outlier according to the "middle- $50 \%$ " definition he uses in his report. I summarize the outlier status of these $6+5$ House and Senate clusters according to Barber's simulations in the following table:

- Ex. 4680 -

| Cluster | Enacted map among <br> most Republican-biased. . |
| :--- | :--- |
| House: Buncombe | $00.797 \%$ |
| House: Forsyth-Stokes | $00.0805 \%$ |
| House: Guilford | $00.00646 \%$ |
| House: Mecklenburg | $04.43 \%$ |
| House: Wake | $05.78 \%$ |
| House: Pitt | $24.2 \%$ |
| Senate: Cumberland-Moore | $00.0024 \%$ |
| Senate: Forsyth-Stokes | $00.01 \%$ |
| Senate: Granville-Wake | $00.035 \%$ |
| Senate: Guilford-Rockingham | $00.25 \%$ |
| Senate: Iredell-Mecklenburg | $00.1 \%$ |
|  | $\ldots$ against Barber's simulations. |

Among the four remaining clusters in my report, there are two where the enacted maps are nevertheless extreme outliers against Barber's simulation sets. I summarize the results for these four clusters in the following table:

Among the four remaining clusters in my report, there are two where the enacted maps are nevertheless extreme outliers against Barber's simulationsets. I sumparize the results for these four clusters in the following table:

- Ex. 4681 -

| Cluster | Enacted map among <br> most Republican-biased... |
| :--- | :--- |
| House: Alamance | $39.4 \%$ |
| House: Brunswick-New Hanover | $73.9 \%$ |
| House: Durham-Person | $00.00265 \%$ |
| House: Cabarrus-Davie-Rowan-Yadkin | $00.352 \%$ |
|  | $\ldots$ against Barber's simulations. |

- Ex. 4682


### 5.1 House: Buncombe



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.797 \%$ of maps.

### 5.2 House: Forsyth-Stokes

Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.797 \%$ of Rixs. $^{2} 4683$

### 5.2 House: Forsyth-Stokes



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.0805 \%$ of maps.

### 5.3 House: Guilford

Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.0805 \%$ of Exps. 4684 -

### 5.3 House: Guilford


seats expected

Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.00646 \%$ of maps.

- Ex. 4685


### 5.4 House: Mecklenburg



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $4.43 \%$ of maps.

### 5.5 House: Wake

Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $4.43 \%$ of IX. 4686

### 5.5 House: Wake


seats expected
Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $5.78 \%$ of maps.

### 5.6 House: Pitt



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $5.78 \%$ of maps.

- Ex. 4687 -


### 5.6 House: Pitt



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $24.2 \%$ of maps.

## - Ex. 4688 -

5.7 House: Alamance


Against the comparison-set of Barber's simulated maps for this cluster, the enacted map is not an outlier.
5.8 House: Brunswick-New Hanover


### 5.8 House: Brunswick-New Hanover



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map is not an outlier.

### 5.9 House: Durham-Person

$\square$

Against the comparison-set of Barber's simmatedras. 99 biseluster, the enacted map is not an outlier.

### 5.9 House: Durham-Person



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.00265 \%$ of maps.

- Ex. 4691 -


### 5.10 House: Cabarrus-Davie-Rowan-Yadkin



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.352 \%$ of maps.

### 5.11 House: Cumberland

Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.352 \%$ of Exas. 4692

### 5.11 House: Cumberland


seats expected
Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.0095 \%$ of maps.

### 5.12 Senate: Cumberland-Moore

Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased 0.0095\% Ex. 4693

### 5.12 Senate: Cumberland-Moore



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.00235 \%$ of maps.

- Ex. 4694 -


### 5.13 Senate: Forsyth-Stokes



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.0104 \%$ of maps.

### 5.14 Senate: Granville-Wake

Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.0104 \%$ onxps.4695 -

### 5.14 Senate: Granville-Wake



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.0353 \%$ of maps.

### 5.15 Senate: Guilford-Rockingham

Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.0353 \%$ of $\frac{\text { Exaps. }}{}$ - 4696 -

### 5.15 Senate: Guilford-Rockingham



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.251 \%$ of maps.

$$
\text { - Ex. } 4697 \text { - }
$$

### 5.16 Senate: Iredell-Mecklenburg



Against the comparison-set of Barber's simulated maps for this cluster, the enacted map in this cluster is among the most Republican-biased $0.104 \%$ of maps.

- Ex. 4698 -

| Cluster | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Davidson | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Pitt |  | 91\% | 9\% |  |  |  |  |  |  |  |  |  |  |
| Alamance | 44\% | 56\% |  |  |  |  |  |  |  |  |  |  |  |
| Columbus-Robeson | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Carteret-Craven |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Duplin-Wayne | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Nash-Wilson |  |  | 100\% |  |  |  |  |  |  |  |  |  |  |
| Caswell-Orange |  |  | 100\% |  |  |  |  |  |  |  |  |  |  |
| Alexander-Surry-Wilkes | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Franklin-Granville-Vance |  | 100\% |  |  |  |  |  |  |  |  |  |  |  |
| Alleghany-etc | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Beaufort-etc | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Buncombe |  |  | 28\% | 72\% |  |  |  |  |  |  |  |  |  |
| Anson-Union | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Onslow-Pender | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Cumberland |  |  |  | 82\% | 18\% |  |  |  |  |  |  |  |  |
| Harnett-Johnston | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Catawba-Iredell | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Durham-Person |  |  |  |  | 100\% |  |  |  |  |  |  |  |  |
| Brunswick-New Hanover |  | 100\% |  |  |  |  |  |  |  |  |  |  |  |
| Forsyth-Stokes |  |  | 33\% | 50\% | 17\% |  |  |  |  |  |  |  |  |
| Cabarrus-etc | 99\% | 1\% |  |  |  |  |  |  |  |  |  |  |  |
| Chatham-etc | 18\% | 82\% |  |  |  |  |  |  |  |  |  |  |  |
| Guilford |  |  |  |  | 1\% | 79\% | 21\% |  |  |  |  |  |  |
| Avery-etc | 100\% |  |  |  |  |  |  |  |  |  |  |  |  |
| Mecklenburg |  |  |  |  |  |  |  |  |  |  | 1\% | 56\% | 44\% |
| Wake |  |  |  |  |  |  |  |  |  |  | 2\% | 32\% | 66\% |

Table 2: This table collects in one place the fraction of maps in Barber's House simulation sets realizing each number of lean-Democratic seats, as reported by Barber in his Figures 11, 14, 17, 20, 25, 28, $31,34,37,45,48,51,55,58,61,64,67,70,73,76,79,82,85$, and 88 . He does not present figures for the clusters in Alleghany-Ashe-Caldwell-Watauga and Beaufort-Chowan-Currituck-Dare-Hyde-Pamlico-Perquimans-Tyrrell-Washington clusters because his 0-Democratic-district results for those clusters are based on a very small number of maps. For Carteret-Craven his method does not produce any maps.

- Ex. 4699 -

| Cluster | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Cumberland-Moore |  | $77 \%$ | $23 \%$ |  |  |  |  |
| Chatham-Durham |  |  | $100 \%$ |  |  |  |  |
| Alleghany-etc | $100 \%$ |  |  |  |  |  |  |
| Brunswick-Columbus-New Hanover | $23 \%$ | $77 \%$ |  |  |  |  |  |
| Bladen-etc | $100 \%$ |  |  |  |  |  |  |
| Guilford-Rockingham |  |  | $94 \%$ | $6 \%$ |  |  |  |
| Alamance-etc | $100 \%$ |  |  |  |  |  |  |
| Granville-Wake |  |  |  |  | $1 \%$ | $24 \%$ | $75 \%$ |
| Iredell-Mecklenburg |  |  |  |  | $5 \%$ | $95 \%$ |  |
| Buncombe-Burke-McDowell |  | $100 \%$ |  |  |  |  |  |
| Cleveland-Gaston-Lincoln | $100 \%$ |  |  |  |  |  |  |
| Forsyth-Stokes |  | $97 \%$ | $3 \%$ |  |  |  |  |

Table 3: This table collects in one place the fraction of maps in Barber's Senate simulation sets realizing each number of lean-Democratic seats, as reported by Barber in his Figures 95, 98, 103, 106, 110, 113, $117,120,123,128$. He does not present figures for the Bladen-Duplin-Harnett-Jones-Lee-Pender-Sampson and Cleveland-Gaston-Lincoln clusters because his 0-district results for these clusters are based on a small number of maps.
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#### Abstract

We give qualitative and quantitative improvements to theorems which enable significance testing in Markov chains, with a particular eye toward the goal of enabling strong, interpretable, and statistically rigorous claims of political gerrymandering. Our results can be used to demonstrate at a desired significance level that a given Markov chain state (e.g., a districting) is extremely unusual (rather than just atypical) with respect to the fragility of its characteristics in the chain. We also provide theorems specialized to leverage quantitative improvements when there is a product structure in the underlying probability space, as can occur due to geographical constraints on districtings.
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This note discusses improvements on a number of theorems for significance testing in Markov chains. The improvements to the theorem statements are both qualitative and quantitative to enable strong, easily interpretable statistical claims, and include extensions to settings where more structural assumptions lead to dramatic improvements in the bounds. This class of theorems is of particular interest because they do not assume that the chain has converged to equilibrium, which is of practical importance since the mixing time of Markov chains used in applications is frequently unknown.

The development of this class of algorithms and these particular extensions have been directly motivated by a question of significant contemporary interest; detecting and quantifying gerrymandering. The definiteness and correctness provided by these theorems affords decision makers (e.g., in a legal setting) with an uncommonly rigorous approach to understanding whether a political districting is carefully crafted for partisan advantage. These methods (and theorems) have been used successfully by one of the authors in Gerrymandering court cases in Pennsylvania and North Carolina.

The first technical part of this article gives new results along these lines, extending the work in Chikina, Frieze, and Pegden (2017) to allow separation of effect size from the quantification of statistical significance. The second part, in Section 8, develops versions of some of these results in a special setting with a particular structure on the probability space motivated by recent legal proceedings. In particular, in balancing the federal one-person-one-vote mandate with the "keep counties whole" prevision of the North Carolina Constitution, the North Carolina courts ruled in Stephenson v. Bartlett that a particular algorithm should be used to "cluster" the counties into independent county groups which are districted separately. This gives a product structure to the underlying probability space
which can be exploited in theorems designed to take advantage of it.

In Section 1, we consider the technical background and past results necessary to frame the new results of this article; in Section 2, we discuss the practical challenges which motivate the new theoretical framework we develop in this article. The new results are stated and discussed in Section 3. Later sections prove the new theorems.

## 1. Background and Previous Results

Consider a reversible Markov chain $\mathcal{M}$ whose state-space $\Sigma$ is endowed with some labeling $\omega: \Sigma \rightarrow \mathbb{R}$, and for which $\pi$ is a stationary distribution. $\mathcal{M}, \pi, \omega$, and a fixed integer $k$ determine a vector

$$
p_{0}^{k}, p_{1}^{k}, \ldots, p_{k}^{k}
$$

where for each $i, p_{i}^{k}$ is the probability that for a $k$-step $\pi$ stationary trajectory $X_{0}, \ldots, X_{k}$, the minimum $\omega$ value occurs at $X_{i}$. In other words, $p_{i}^{k}$ is the probability that if we choose $X_{0}$ randomly from the stationary distribution $\pi$ and take $k$ steps in $\mathcal{M}$ to obtain the trajectory $X_{0}, X_{1}, \ldots, X_{k}$, that we observe that $\omega\left(X_{i}\right)$ is the minimum among $\omega\left(X_{0}\right), \ldots, \omega\left(X_{k}\right)$. Note that if we adopted the convention that we break ties among the values $\omega\left(X_{0}\right), \ldots, \omega\left(X_{k}\right)$ randomly, we would have that $p_{0}^{k}+\cdots+p_{k}^{k}=$ 1 , for any $\mathcal{M}, \pi$, and $k$.

In the context of districting, $\mathcal{M}$ is generally a random walk on the space of possible districtings of a state; for example, from one districting, we can randomly choose a voting precinct on the boundary of two districts, and switch its district membership if doing so does not violate constraints on contiguity, population deviation, etc. (see Figure 1 for an example of such a

[^22]

Figure 1. An example of a Markov chain transition for the legislative districting of Wisconsin.
move). This transition rule defines a reversible Markov chain on the state space consisting of all valid districtings of the state. The label function $\omega$ could be, for example, the partisanship of any given districting-which could be defined, for example, from simulated election results using historical voting data. In this context, $p_{0}^{k}$ is the probability that if began from a random districting of a state, and carried out a sequence of $k$ random transitions, that the initial districting in the sequence would be the most partisan districting observed in the sequence.

At first glance, it might be natural to assume that we must have something like $p_{i}^{k} \approx \frac{1}{k+1}$ for all $0 \leq i \leq k$. This would mean, for example, that if we generated a sequence of 10,000 districtings, and the initial districting was the most partisan, that it would be valid to conclude that the initial districting was not randomly chosen from the stationary distribution, at a $p$ value of $p=0.0001$. But this is actually quite far from the truth; Chikina, Frieze, and Pegden (2017) showed that for some $\mathcal{M}, \pi, k$, we can have $p_{0}^{k}$ as large as essentially $\frac{1}{\sqrt{2 \pi k}}$.

As shown in Chikina, Frieze, and Pegden (2017), this is essentially the worst possible behavior for $p_{0}^{k}$. In particular, we can generalize the vector $\left\{p_{i}^{k}\right\}$ defined above as possible: let us define, given $\mathcal{M}, \pi, k$, and $0 \leq \varepsilon \leq 1$, the vector

$$
p_{0, \varepsilon}^{k}, p_{1, \varepsilon}^{k}, \ldots, p_{k, \varepsilon}^{k},
$$

where each $p_{i, \varepsilon}^{k}$ is the probability that $\omega\left(X_{i}\right)$ is among the smallest $\varepsilon$ fraction of values in the list $\omega\left(X_{0}\right), \ldots, \omega\left(X_{k}\right)$. Then in Chikina, Frieze, and Pegden (2017) we proved:

Theorem 1.1. Given a reversible Markov chain $\mathcal{M}$ with stationary distribution $\pi$, an $\varepsilon>0, k \geq 0$, and with $p_{i, \varepsilon}^{k}$ defined as above, we have that

$$
p_{0, \varepsilon}^{k} \leq \sqrt{2 \varepsilon}
$$

In particular, in the case of the first districting which is most partisan on a sequence of 10,000 , this supports a $p$-value of $p=$ $\sqrt{2} / 100 \approx 0.014$. Note that the example from Chikina, Frieze,
and Pegden (2017) realizing $p_{0}^{k} \approx \frac{1}{\sqrt{2 \pi k}}$ shows that this theorem is best possible, up to constant factors.

As indicated by the example of making a sequence of random changes to a districting, one important application of Theorem 1.1 is that it characterizes the statistical significance associated to the result of the following natural test for gerrymandering of political districtings:

## Local outlier test

1. Beginning from the districting being evaluated,
2. Make a sequence of random changes to the districting, while preserving some set of constraints imposed on the districtings.
3. Evaluate the partisan properties of each districting encountered (e.g., by simulating elections using past voting data).
4. Call the original districting "carefully crafted" or "gerrymandered" if the overwhelming majority of districtings produced by making small random changes are less partisan than the original districting.
Naturally, the test described above can be implemented so that it precisely satisfies the hypotheses of Theorem 1.1. For this purpose, a (very large) set of comparison districtings are defined, to which the districting being evaluated belongs. For example, the comparison districtings may be the districtings built out of Census blocks (or some other unit) which are contiguous, equal in population up to some specified deviation, or include other constraints. A Markov chain $\mathcal{M}$ is defined on this set of districtings, where transitions in the chain correspond to changes in districtings. (E.g., a transition may correspond to randomly changing the district assignment of a randomly chosen Census block which currently borders more than one district, subject to the constraints imposed on the comparison set.) The "random changes" from Step 2 will then be precisely governed by the transition probabilities of the Markov chain $\mathcal{M}$. By designing $\mathcal{M}$ so that the uniform distribution $\pi$ on the set of comparison districtings $\Sigma$ is a stationary distribution for $\mathcal{M}$, Theorem 1.1 gives an upper bound on the false-positive rate (in
other words, global statistical significance) for the "gerrymandered" declaration when it is made in Step 4.

Remark 1.1. Note that while a local outlier test can be used to give a statistical significant finding of gerrymandering, it cannot be used alone to demonstrate rigorously that a districting is not gerrymandered. In particular, when a districting does not seem gerrymandered to a local outlier test, it is quite possible that the chain is simply not mixing well enough to explore the space of alternatives. The theorems discussed in this article give oneway guarantees: for example, observing outlier status confers a statistically significant finding of gerrymandering, but failing to observe it is inconclusive, absent other evidence.

Apart from its application to gerrymandering, Theorem 1.1 has a simple informal interpretation for the general behavior of reversible Markov chains, namely: typical (i.e., stationary) states are unlikely to change in a consistent way under a sequence of chain transitions, with a best-possible quantification of this fact (up to constant factors).

Also, in the general setting of a reversible Markov chain, the theorem leads to a simple quantitative procedure for asserting rigorously that $\sigma_{0}$ is atypical with respect to $\pi$ without knowing the mixing time of $\mathcal{M}$ : simply observe a random trajectory $\sigma_{0}=$ $X_{0}, X_{1}, X_{2}, \ldots, X_{k}$ from $\sigma_{0}$ for any fixed $k$. If $\omega\left(\sigma_{0}\right)$ is an $\varepsilon$-outlier among $\omega\left(X_{0}\right), \ldots, \omega\left(X_{k}\right)$, then this is statistically significant at $\sqrt{2 \varepsilon}$ against the null hypothesis that $\sigma_{0} \sim \pi$.

This quantitative test is potentially useful because $\sqrt{2 \varepsilon}$ converges quickly enough to 0 as $\varepsilon \rightarrow 0$; in particular, it is possible to obtain good statistical significance from observations which can be made with reasonable computational resources. Of course, faster convergence to 0 would be even better, but, as already noted, $p \approx \sqrt{\varepsilon}$ is roughly a best possible upper bound.

On the other hand, it is possible to achieve better dependence on $\varepsilon$ by changing the parameters of the test. For example, we will prove the following theorem as a stepping-stone to the main results of the present manuscript:

Theorem 1.2. Consider two independent trajectories $Y_{0}, \ldots, Y_{k}$ and $Z_{0}, \ldots, Z_{k}$ in the reversible Markov chain $\mathcal{M}$ (whose states have real-valued labels) from a common starting point $Y_{0}=$ $Z_{0}=\sigma_{0}$. If we choose $\sigma_{0}$ from a stationary distribution $\pi$ of $\mathcal{M}$, then for any $k$ we have that

$$
\begin{aligned}
& \operatorname{Pr}\left(\omega\left(\sigma_{0}\right) \text { is an } \varepsilon \text {-outlier among } \omega\left(\sigma_{0}\right), \omega\left(Y_{1}\right), \ldots,\right. \\
& \left.\omega\left(Y_{k}\right), \omega\left(Z_{1}\right), \ldots, \omega\left(Z_{k}\right)\right)<2 \varepsilon
\end{aligned}
$$

Note that due to the reversibility of the chain, Theorem 1.2 is equivalent to the statement that the probabilities $p_{i, \varepsilon}^{k}$ always satisfy

$$
\begin{equation*}
p_{k, \varepsilon}^{2 k}<2 \varepsilon . \tag{1}
\end{equation*}
$$

Remark 1.2. As in the case of Theorem 1.1, it seems like an interesting question to investigate the tightness of the constant 2 ; we will see in Section 8 that there are settings where the impact of this constant is inflated to have outsize-importance. We point out here that at least for the case of $k=1, \varepsilon=1 / 3, \rho_{1, \frac{1}{3}}^{2}$ can be at least as large as $\frac{1}{2}$, showing that the constant 2 in (1) cannot be replaced by a constant less than $\frac{3}{2}$, in general. To see this,
consider, for example, a bipartite complete graph $K_{n, n}$, where the labels of the vertices of one side are $1, \ldots, n$ and the other are $n+1, \ldots, 2 n$. For the Markov chain given by the random walk on this undirected graph, we have that $\rho_{1, \frac{1}{3}}^{2}=\frac{1}{2}$. Note that for this example, it is still the case that $\rho_{k, \varepsilon}^{2 k} \rightarrow \varepsilon$ as $k \rightarrow \infty$, leaving open the possibility that the 2 in (1) can be replaced with an expression asymptotically equivalent to 1 .

The informal interpretation of Theorem 1.2 is thus: typical (i.e., stationary) states are unlikely to change in a consistent way under two sequences of chain transitions.

Unknown to the authors at the time of the publication of Chikina, Frieze, and Pegden (2017), Besag and Clifford (1989) described a test related to that based on Theorem 1.2, which has essentially a one-line proof, which we discuss in Section 5:

Theorem 1.3 (Besag and Clifford serial test). Fix any number $k$ and suppose that $\sigma_{0}$ is chosen from a stationary distribution $\pi$, and that $\xi$ is chosen uniformly in $\{0, \ldots, k\}$. Consider two independent trajectories $Y_{0}, Y_{1}, \ldots$ and $Z_{0}, Z_{1}, \ldots$ in the reversible Markov chain $\mathcal{M}$ (whose states have real-valued labels) from $Y_{0}=Z_{0}=\sigma_{0}$. If we choose $\sigma_{0}$ from a stationary distribution $\pi$ of $\mathcal{M}$, then for any $k$ we have that

$$
\begin{gathered}
\operatorname{Pr}\left(\omega\left(\sigma_{0}\right) \text { is an } \varepsilon \text {-outlier among } \omega\left(\sigma_{0}\right), \omega\left(Y_{1}\right), \ldots,\right. \\
\left.\omega\left(Y_{\xi}\right), \omega\left(Z_{1}\right), \ldots, \omega\left(Z_{k-\xi}\right)\right) \leq \varepsilon
\end{gathered}
$$

Here, a real number $a_{0}$ is an $\varepsilon$-outlier among $a_{0}, \ldots, a_{k}$ if

$$
\#\left\{i \in\{0, \ldots, k\} \mid a_{i} \leq a_{0}\right\} \leq \varepsilon(k+1)
$$

In particular, the striking thing about Theorem 1.3 is that it achieves a best-possible dependence on the parameter $\varepsilon$. (Notice that $\varepsilon$ would be the correct value of the probability if, for example, the Markov chain is simply a collection of independent random samples.) The sacrifice is in Theorem 1.3's slightly more complicated intuitive interpretation, which would be: typical (i.e., stationary) states are unlikely to change in a consistent way under two sequences of chain transitions of random complementary lengths. Note that the pattern in these theorems is that the simplicity of the intuitive interpretation of the theorem is sacrificed for the quantitative bounds offered; one goal of the present article is prove theorems which avoid this trade off.

## 2. The Need for New Statistical Approaches

In late 2018, the nonprofit Common Cause filed a lawsuit in North Carolina superior court challenging the state-level districting plans (for the North Carolina state House and Senate districts). The third and fourth authors of this article served as expert witnesses in this case, which ultimately found the challenged districtings to be unconstitutional partisan gerrymanders. In this section, we use some of the findings from the fourth author's expert report Pegden (2019) in that case as motivation for the need for the new theoretical results we advance in this article.

One interesting feature of districting in North Carolina is the requirement (from the state supreme court case Stephenson v. Bartlett) that districtings of that state must respect particular

Table 1. Results of the analysis from Pegden (2019) for the House districting of North Carolina.

| Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 99.999994\% | 5 | 99.9999999964\% | 9 | 99.999997\% | 13 | 99.99984\% |
| 2 | 99.99999999963\% | 6 | 99.9999999988\% | 10 | 99.99999999909\% | 14 | 99.9999999986\% |
| 3 | 99.99999999981\% | 7 | 99.99999945\% | 11 | 99.9999999949\% | 15 | 99.9999948\% |
| 4 | 99.9999984\% | 8 | 99.999998\% | 12 | 99.9999982\% | 16 | 99.9999999973\% |



Figure 2. First: The challenged State House districting of North Carolina, and three examples of maps encountered by a sequence of random changes.
groupings-county clusters-determined, essentially deterministically, by a prescribed set of rules.

A complete districting of the state of North Carolina is thus composed of completely separate, noninteracting districting problems in each county cluster. One practical question of interest in Common Cause v. Lewis-separate from the question of whether the challenged districtings were partisan gerrymanders-was the question of which specific county clusters were gerrymandered in each (House and Senate) districting.

The basic approach of the analysis used in Pegden (2019) begins with an experiment in which random changes are made to the actual, enacted districting of the state being evaluated. For example, Table 1 (taken from Pegden (2019)) shows the results of 16 such experiments run on the North Carolina House districting:

Each number shows, as a percentage, the fraction of districtings encountered in the sequence of random changes which were more Republican-favorable than the enacted plan. The particular choices of partisan metrics and voting data can be found in Pegden (2019). (Figure 2 shows the initial map as well as three examples of maps encountered in the first experiment.)

The percentages recorded in Table 1 show that the enacted House plan is an extreme outlier among the plans generated by making small random changes to the enacted plan. This already gives strong intuitive evidence that the enacted plan is extremely carefully drawn to maximize partisan advantage: as soon as the lines of the map are subjected to small random changes, the overwhelming fraction of encountered maps are less advantageous to Republicans than the enacted plan.

But the next step of the analysis in Pegden (2019) is the application of rigorous theorems to establish statistical significance for the findings in Table 1. This is slightly subtle, since, as we will see when setting up the technical details later, we do not make the heuristic assumption that the randomly generated plans
are uniform samples from some set of possible maps; instead, we wish to make rigorous statistical claims with respect to the actual experiment, a Markovian process of making a sequence of random changes to the initial map.

The previous paper (Chikina, Frieze, and Pegden 2017) also took this approach in an analysis of the Congressional districting of Pennsylvania (which later formed the basis of expert testimony in the League of Women Voters v. Pennsylvania case which challenged the Congressional districting there). The theorem from Chikina, Frieze, and Pegden (2017) allows one to establish statistical significance of $p=\sqrt{2 \varepsilon}$ when one finds that a $1-\varepsilon$ fraction of maps are less advantageous to (say) the Republicans than the enacted map. For example, for Run 1 in Table $1, \varepsilon=$ 0.00000006 and so $p=0.0003$ is quite statistically significant, against the null hypothesis of a randomly chosen districting.

But an important question in the Common Cause v. Lewis lawsuit was not simply whether unconstitutional gerrymandering took place in the drawing of the North Carolina plans, but in which county clusters it took place (so that districtings in those clusters could be ordered redrawn). As an example we will consider the county cluster consisting of Forsyth and Yadkin counties; the challenged map and 3 examples of maps encountered by the sequence of random changes are shown in Figure 3, while the table of results for this cluster are shown in Table 2. While Table 2 shows that the overwhelming fraction of maps encountered by making random changes were less favorable to Republicans, $\varepsilon$ values of around 0.002 in this case are not small enough that $\sqrt{2 \varepsilon}$ would be statistically significant. In particular, even if we applied a test like that given by Theorem 1.2 or Theorem 1.3, our level of statistical confidence would be limited by the degree to which the districting in this county cluster is an outlier.

Instead, we wish to decouple the statistical significance of our finding from the level of outlier status we can report for the


Figure 3. First: The challenged State House districting within the Forsyth-Yadkin county cluster, and three examples of maps encountered by a sequence of random changes to this districting.

Table 2. Results of the analysis from Pegden (2019) for the House districting of North Carolina in the Forsyth-Yadkin cluster.

| Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan | Run | Percentage of comparison maps less partisan than enacted plan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 99.945\% | 9 | 99.905\% | 17 | 99.87\% | 25 | 99.92\% |
| 2 | 99.76\% | 10 | 99.925\% | 18 | 99.84\% | 26 | 99.84\% |
| 3 | 99.87\% | 11 | 99.8\% | 19 | 99.929\% | 27 | 99.81\% |
| 4 | 99.86\% | 12 | 99.911\% | 20 | 99.73\% | 28 | 99.85\% |
| 5 | 99.77\% | 13 | 99.8\% | 21 | 99.88\% | 29 | 99.83\% |
| 6 | 99.89\% | 14 | 99.927\% | 22 | 99.906\% | 30 | 99.77\% |
| 7 | 99.91\% | 15 | 99.82\% | 23 | 99.8\% | 31 | 99.947\% |
| 8 | 99.79\% | 16 | 99.88\% | 24 | 99.88\% | 32 | 99.937\% |

districting in this cluster; this is a major goal of the approach we take in this note.

## 3. New Results

One common feature of the tests based on Theorems 1.1 and 1.3 is the use of randomness. In particular, the probability space at play in these theorems includes both the random choice of $\sigma_{0}$ assumed by the null hypothesis and the random steps taken by the Markov chain from $\sigma_{0}$. Thus, the measures of "how (globally) unusual" $\sigma_{0}$ is with respect to its performance in the local outlier test and "how sure" we are that $\sigma_{0}$ is unusual in this respect are intertwined in the final $p$-value. In particular, the effect size and the statistical significance are not explicitly separated.

To further the goal of simplifying the interpretation of the results of these tests, our approach in this note will also show that tests like these can be efficiently used in a way which separates the measure of statistical significance from the question of the magnitude of the effect. For example, our new results would allow one to capture the outlier status of a cluster like ForsythYadkin discussed in the previous section, at a $p$-value which can be made arbitrarily small, independent of the observed $\varepsilon$ values.

To begin, let us recall the probabilities $p_{0, \varepsilon}^{k}, \ldots, p_{k, \varepsilon}^{k}$ defined previously, let us define the $\varepsilon$-failure probability $p_{0, \varepsilon}^{k}\left(\sigma_{0}\right)$ to be the probability that on a trajectory $\sigma_{0}=X_{0}, X_{1}, \ldots, X_{k}, \omega\left(\sigma_{0}\right)$
is among the smallest $\varepsilon$ fraction of the list $\omega\left(X_{0}\right), \ldots, \omega\left(X_{k}\right)$. Now we make the following definition:

Definition 3.1. With respect to $k$, the state $\sigma_{0}$ is an $(\varepsilon, \alpha)$-outlier in $\mathcal{M}$ if, among all states in $\mathcal{M}, p_{0, \varepsilon}^{k}\left(\sigma_{0}\right)$ is in the largest $\alpha$ fraction of the values of $p_{0, \varepsilon}^{k}(\sigma)$ over all states $\sigma \in \mathcal{M}$, weighted according to $\pi$.

In particular, being an $(\varepsilon, \alpha)$-outlier measures the likelihood of $\sigma_{0}$ to fail the local outlier test, ranked against all other states $\sigma \sim \pi$ of the chain $\mathcal{M}$. For example, fix $k=10^{9}$. If $\sigma_{0}$ is a $\left(10^{-6}, 10^{-5}\right)$-outlier in $\mathcal{M}$ and $\pi$ is the uniform distribution, this means that among all states $\sigma \in \mathcal{M}, \sigma_{0}$ is more likely than all but a $10^{-5}$ fraction of states to have an $\omega$-value in the bottom $10^{-6}$ values $\omega\left(X_{0}\right), \omega\left(X_{1}\right), \ldots, \omega\left(X_{10^{9}}\right)$. Note that the probability space underlying the "more likely" claim here just concerns the choice of the random trajectory $X_{1}, \ldots, X_{10^{9}}$ from $\mathcal{M}$.

Note that whether $\sigma_{0}$ is a $(\varepsilon, \alpha)$-outlier is a deterministic question about the properties of $\sigma_{0}, \mathcal{M}$, and $\omega$. Thus, it is a deterministic measure (defined in terms of certain probabilities) of the extent to which $\sigma_{0}$ is unusual (globally, in all of $\mathcal{M}$ ) with respect to its local fragility in the chain.

The following theorem enables one to assert statistical significance for the property of being an $(\varepsilon, \alpha)$-outlier. In particular, while tests based on Theorems 1.1 and 1.3 take as their null hypothesis that $\sigma_{0} \sim \pi$, the following theorem takes as its null hypothesis merely that $\sigma_{0}$ is not an $(\varepsilon, \alpha)$-outlier.

Theorem 3.1. Consider $m$ independent trajectories

$$
\begin{aligned}
& \mathcal{T}^{1}=\left(X_{0}^{1}, X_{1}^{1}, \ldots, X_{k}^{1}\right) \\
& \vdots \\
& \mathcal{T}^{m}=\left(X_{0}^{m}, X_{1}^{m}, \ldots, X_{k}^{m}\right)
\end{aligned}
$$

of length $k$ in the reversible Markov chain $\mathcal{M}$ (whose states have real-valued labels) from a common starting point $X_{0}^{1}=\cdots=$ $X_{0}^{m}=\sigma_{0}$. Define the random variable $\rho$ to be the number of trajectories $\mathcal{T}^{i}$ on which $\sigma_{0}$ is an $\varepsilon$-outlier.

If $\sigma_{0}$ is not an $(\varepsilon, \alpha)$-outlier, then

$$
\begin{equation*}
\operatorname{Pr}\left(\rho \geq m \sqrt{\frac{2 \varepsilon}{\alpha}}+r\right) \leq e^{-\min \left(r^{2} \sqrt{\alpha / 2 \varepsilon} / 3 m, r / 3\right)} \tag{2}
\end{equation*}
$$

In particular, apart from separating measures of statistical significance from the quantification of a local outlier, Theorem 3.1 connects the intuitive local outlier test tied to Theorem 1.1 (which motivates the definition of a $(\varepsilon, \alpha)$-outlier) to the better quantitative dependence on $\varepsilon$ in Theorem 1.3.

To compare the quantitative performance of Theorem 3.1 to Theorems 1.1 and 1.3 , consider the case of a state $\sigma_{0}$ for which a random trajectory $\sigma_{0}=X_{0}, X_{1}, \ldots, X_{k}$ is likely (say with some constant probability $p^{\prime}$ ) to find $\sigma_{0}$ an $\varepsilon^{\prime}$-outlier. For Theorem 1.1, significance at $p \approx \sqrt{2 \varepsilon}$ would be obtained ${ }^{1}$, while using Theorem 1.3, one would hope to obtain significance of $\approx \varepsilon^{\prime}$. Applying Theorem 3.1, we would expect to see $\rho$ around $m \cdot p^{\prime}$. In particular, we could demonstrate that $\sigma_{0}$ is an $\left(\varepsilon^{\prime}, \alpha\right)$ outlier for $\alpha=\frac{3 \varepsilon}{\left(p^{\prime}\right)^{2}}$ (a linear dependence on $\varepsilon$ ) at a $p$-value which can be made arbitrarily small (at an exponential rate) as we increase the number of observed trajectories $m$. As we will see in Section 6, the exponential tail in (2) can be replaced by a binomial tail. In particular, the following special case applies:

Theorem 3.2. With $\mathcal{T}^{1}, \ldots, \mathcal{T}^{m}$ as in Theorem 3.1, we have that if $\sigma_{0}$ is not an $(\varepsilon, \alpha)$ outlier, then

$$
\operatorname{Pr}\left(\sigma_{0} \text { an } \varepsilon \text {-outlier on all of } \mathcal{T}^{1}, \ldots, \mathcal{T}^{m}\right) \leq\left(\frac{2 \varepsilon}{\alpha}\right)^{m / 2}
$$

Theorem 3.2 also has advantages from the standpoint of avoiding the need to correct for multiple hypothesis testing, as we discuss in Section 4.

Example 3.1. Based on the output in Table 2, we can apply Theorem 3.2 to report that the enacted districting of the ForsythYadkin cluster is an $(\alpha, \varepsilon)$-outlier for $\alpha=0.9 \%$ and $\varepsilon=0.3 \%$, at a statistical significance of $p=0.002$. In other words, among all possible districtings defined by the constraints imposed (not just those encountered in the 32 runs), the enacted plan has a greater $\varepsilon$-failure probability than $99.1 \%$ of districtings of the cluster, a finding we are confident in at a statistical significance of $p=0.002$.

[^23]In the article where Theorem 1.3 is proved, Besag and Clifford also describe a parallel test, which we will discuss in Section 7. In particular, in Section 7, we will describe a test which generalizes Besag and Clifford's serial and parallel tests in a way which could be useful in certain parallel regimes.

Finally, we consider an interesting case in the analysis of districtings that arises when the districting problem can be decomposed into several noninteracting districting problems, as is the case in North Carolina because of the county clusters. In this case, the probability space of random districtings is really a product space, and this structure can be exploited in a strong way for the statistical tests developed in this manuscript. We develop results for this setting in Section 8.

The remaining sections of the article are devoted to the proofs of the new results.

## 4. Multiple Hypothesis Considerations

When applying Theorem 3.1 directly, one cannot simply run $m$ trajectories, observe the list $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{m}$ where each $\varepsilon_{i}$ is the minimum $\varepsilon_{i}$ for which $\sigma_{0}$ is an $\varepsilon_{i}$-outlier on $\mathcal{T}^{i}$, and then, posthoc, freely choose the parameters $\alpha$ and $\varepsilon$ in Theorem 3.1 to achieve some desired trade-off between $\alpha$ and the significance p.

The problem, of course, is that in this case one is testing multiple hypotheses (infinitely many in fact; one for each possible pair $\varepsilon$ and $\alpha$ ) which would require a multiple hypothesis correction.

One way to avoid this problem is to essentially do a form of cross-validation, were a few trajectories are run for the purposes of selecting suitable $\varepsilon$ and $\alpha$, and then discarded from the set of trajectories from which we obtain significance.

A simpler approach, however, is to simply set the parameter $\varepsilon=\varepsilon_{(t)}$ as the $t$ th-smallest element of the list $\varepsilon_{1}, \ldots, \varepsilon_{m}$ for some fixed value $t$. The case $t=m$, for example, corresponds to taking $\varepsilon$ as the maximum value, leading to the application of Theorem 3.2.

The reasons this avoids the need for a multiple hypothesis correction is that we can order our hypothesis events by containment. In particular, when we apply this test with some value of $t$, we will always have $\rho=t$. Thus, the significance obtained will depend just on the parameter $\varepsilon_{(t)}$ returned by taking the $t$ th smallest $\varepsilon_{i}$ and on our choice of $\alpha$ (as opposed to say, the particular values of the other $\varepsilon_{i}$ 's which are not the $t$-th smallest). In particular, regardless of how we wish to trade-off the values of $\alpha$ and $p$ we can assert from our test, our optimum choice of $\alpha$ (for our fixed choice of $t$ ) will depend just on the value $\varepsilon_{(t)}$. In particular, we can view $\alpha$ as a function $\alpha\left(\varepsilon_{(t)}\right)$, so that we when applying Theorem 3.1 with $\varepsilon=\varepsilon_{(t)}$, we are evaluating the single-parameter infinite family of hypotheses $H_{\varepsilon_{(t)}, \alpha\left(\varepsilon_{(t)}\right)}$, and we do not require multiple hypothesis correction since the hypotheses are nested; that is, since

$$
\begin{equation*}
\varepsilon_{(t)} \leq \varepsilon_{(t)}^{\prime} \Longrightarrow H_{\varepsilon_{(t)}, \alpha\left(\varepsilon_{(t)}\right)} \subseteq H_{\varepsilon_{(t)}^{\prime}, \alpha\left(\varepsilon_{(t)}\right)} . \tag{3}
\end{equation*}
$$

Indeed, (3) implies that

$$
\operatorname{Pr}\left(\bigcup_{\varepsilon_{(t)} \leq \beta} H_{\varepsilon_{(t)}, \alpha\left(\varepsilon_{(t)}\right)}\right)=\operatorname{Pr}\left(H_{\beta, \alpha(\beta)}\right),
$$

which ensures that when applying Theorem 3.1 in this scenario, the probability of returning a $p$-value $\leq p_{0}$ for any fixed value $p_{0}$ will indeed be at most $p_{0}$.

## 5. Proof Background

We begin this section by giving the proof of Theorem 1.2. In doing so we will introduce some notation that will be useful throughout the rest of this note. To make things as accessible as possible, we give every detail of the proof.

In this article, a Markov chain $\mathcal{M}$ on $\Sigma$ is specified by the transition probabilities $\left\{\pi_{\sigma_{1}, \sigma_{2}} \mid \sigma_{1}, \sigma_{2} \in \Sigma\right\}$ of a chain. A trajectory of $\mathcal{M}$ is a sequence of random variables $X_{0}, X_{1}, \ldots$ required to have the property that for each $i$ and $\sigma_{0}, \ldots, \sigma_{i}$, we have

$$
\begin{align*}
& \operatorname{Pr}\left(X_{i}=\sigma_{i} \mid X_{i-1}=\sigma_{i-1}, X_{i-2}=\sigma_{i-2} \ldots, X_{0}=\sigma_{0}\right) \\
& \quad=\pi_{\sigma_{i}, \sigma_{i-1}} . \tag{4}
\end{align*}
$$

In particular, the Markov property of the trajectory is that the conditioning on $X_{i-2}, X_{i-3}, \ldots$ is irrelevant once we condition on the value of $X_{i-1}$. Recall that $\pi$ is a stationary distribution if $X_{0} \sim \pi$ implies that $X_{1} \sim \pi$ and thus also that $X_{i} \sim \pi$ for all $i \geq 0$; in this case we that the trajectory $X_{0}, X_{1}, \ldots$ is $\pi$ stationary. The Markov chain $\mathcal{M}$ is reversible if any $\pi$-stationary trajectory $X_{0}, \ldots, X_{k}$ is equivalent in distribution to its reverse $X_{k}, \ldots, X_{0}$.

We say that $a_{j}$ is $\ell$-small among $a_{0}, \ldots, a_{s}$ if there are at most $\ell$ indices $i \neq j$ among $0, \ldots, s$ such that $a_{i} \leq a_{j}$. The following simple definition is at the heart of the proofs of Theorems 1.1-1.3.

Definition 5.1. Given a Markov chain $\mathcal{M}$ with labels $\omega: \Sigma \rightarrow$ $\mathbb{R}$ and stationary distribution $\pi$, we define for each $\ell, j \leq k$ a real number $\rho_{j, \ell}^{k}$, which is the probability that for a $\pi$-stationary trajectory $X_{0}, X_{1}, \ldots, X_{k}$, we have that $\omega\left(X_{j}\right)$ is $\ell$-small among $\omega\left(X_{0}\right), \ldots, \omega\left(X_{k}\right)$.

Observe that (4) implies that all $\pi$-stationary trajectories of a fixed length are all identical in distribution, and in particular, that the $\rho_{j, l}^{k}$ 's are well-defined.

Next observe that if the sequence of random variables $X_{0}, X_{1}, \ldots$ is a $\pi$-stationary trajectory for $\mathcal{M}$, then so is any interval of it. For example,

$$
\left(X_{k-j}, \ldots, X_{k}, \ldots, X_{2 k-j}\right)
$$

is another stationary trajectory, and thus the probability that $\omega\left(X_{k}\right)$ is $\ell$-small among $\omega\left(X_{k-j}\right), \ldots, \omega\left(X_{2 k-j}\right)$ is equal to $\rho_{j, \ell}^{k}$. In particular, since

$$
\left(\omega\left(X_{k}\right) \text { is } \ell \text {-small among } \omega\left(X_{k-j}\right), \ldots, \omega\left(X_{2 k-j}\right)\right)
$$

follows from

$$
\left(\omega\left(X_{k}\right) \text { is } \ell \text {-small among } \omega\left(X_{0}\right), \ldots, \omega\left(X_{2 k}\right)\right)
$$

for all $j=0, \ldots, k$, we have that

$$
\begin{equation*}
\rho_{k, \ell}^{2 k} \leq \rho_{j, \ell}^{k} . \tag{5}
\end{equation*}
$$

We also have that $\sum_{j=0}^{k} \rho_{j, \ell}^{k} \leq \ell+1$. Indeed, by linearity of expectation, this sum is the expected number of indices $j \in$ $0, \ldots, k$ such that $\omega\left(X_{j}\right)$ is $\ell$-small among $\omega\left(X_{0}\right), \ldots, \omega\left(X_{k}\right)$. Thus, averaging the left and right sides of (5) over $j$ from 0 to $k$, we obtain

$$
\begin{equation*}
\rho_{k, \ell}^{2 k} \leq \frac{\ell+1}{k+1}<2 \cdot \frac{\ell+1}{2 k+1} \tag{6}
\end{equation*}
$$

Line (6) already gives the theorem, once we make the following trivial observation:

Observation 5.1. Under the hypotheses of Theorem 1.2, we have that

$$
Y_{k}, Y_{k-1}, \ldots, Y_{1}, \sigma_{0}, Z_{1}, Z_{2}, \ldots, Z_{k}
$$

is a $\pi$-stationary trajectory.
This is an elementary consequence of the definitions, but since we will generalize this statement in Section 7, we give all the details here:

Proof of Observation 5.1. Our hypothesis is that $Y_{1}, Y_{2}, \ldots, Y_{k}$ and $Z_{1}, Z_{2}, \ldots, Z_{k}$ are independent trajectories from a common state $Y_{0}=Z_{0}=\sigma_{0}$ chosen from the stationary distribution $\pi$. Stationarity implies that

$$
\left(Z_{0}, Z_{1}, \ldots, Z_{k}\right) \sim\left(X_{k}, X_{k+1}, \ldots, X_{2 k}\right)
$$

Similarly, stationarity and reversibility imply that

$$
\left(Y_{k}, Y_{k-1}, \ldots, Y_{0}\right) \sim\left(X_{0}, X_{1}, \ldots, X_{k}\right)
$$

Finally, our assumption that $Y_{1}, Y_{2}, \ldots$ and $Z_{1}, Z_{2}, \ldots$ are independent trajectories from $\sigma_{0}$ is equivalent to the condition that, for any $s_{0}, y_{1}, z_{1}, y_{2}, z_{2}, \ldots, y_{k}, z_{k} \in \Sigma$, we have for all $j \geq 0$ that

$$
\begin{gather*}
\operatorname{Pr}\left(Z_{j}=z_{j} \mid Z_{j-1}=z_{j-1}, \ldots, Z_{1}=z_{1}, Z_{0}=Y_{0}=s_{0}\right. \\
\left.Y_{1}=y_{1}, \ldots, Y_{k}=y_{k}\right) \\
=\operatorname{Pr}\left(Z_{j}=z_{j} \mid Z_{j-1}=z_{j-1}, \ldots, Z_{1}=z_{1}, Z_{0}=s_{0}\right) \tag{7}
\end{gather*}
$$

Of course, since $\mathcal{M}$ is a Markov chain, this second probability is simply

$$
\operatorname{Pr}\left(Z_{j}=z_{j} \mid Z_{j-1}=z_{j-1}\right)=\operatorname{Pr}\left(X_{k+j}=z_{j} \mid X_{k+j-1}=z_{j-1}\right)
$$

In particular, by induction on $j \geq 1$,

$$
\begin{aligned}
& \left(Y_{k}, Y_{k-1}, \ldots, Y_{0}=Z_{0}, Z_{1}, \ldots, Z_{j}\right) \\
& \quad \sim\left(X_{0}, X_{1}, \ldots, X_{k}, X_{k+1}, \ldots, X_{k+j}\right)
\end{aligned}
$$

and in particular

$$
\begin{equation*}
\left(Y_{k}, \ldots, \sigma_{0}, \ldots, Z_{k}\right) \sim\left(X_{0}, \ldots, X_{k}, \ldots, X_{2 k}\right) \tag{8}
\end{equation*}
$$

Pared down to its bare minimum, this proof of Theorem 1.2 works by using that $\rho_{k, \ell}^{2 k}$ is a lower bound on each $\rho_{j, \ell}^{k}$, and then applying the simple inequality

$$
\begin{equation*}
\sum_{j=0}^{k} \rho_{j, \ell}^{k} \leq \ell+1 \tag{9}
\end{equation*}
$$

The proof of Theorem 1.3 of Besag and Clifford is in some sense even simpler, using only (9), despite the fact that Theorem 1.3 has better dependence on $\varepsilon$ (on the other hand, it is not directly applicable to $(\varepsilon, \alpha)$-outliers in the way that we will use Theorem 1.2). Recall from Definition 5.1 that the $\rho_{j, \ell}^{k}$,s are fixed real numbers associated to a stationary Markov chain. If $\ell, k$ are fixed and $\xi$ is chosen randomly from 0 to $k$, then the resulting $\rho_{\xi, \ell}^{k}$ is a random variable uniformly distributed on the set of real numbers $\left\{\rho_{0, \ell}^{k}, \rho_{1, \ell}^{k}, \ldots, \rho_{k, \ell}^{k}\right\}$. In particular, Theorem 1.3 is proved by writing that the probability that $\omega\left(\sigma_{0}\right)$ is $\ell$-small among $\omega\left(\sigma_{0}\right), \omega\left(Y_{1}\right), \ldots, \omega\left(Y_{\xi}\right), \omega\left(Z_{1}\right), \ldots, \omega\left(Z_{k-\xi}\right)$ is given by

$$
\frac{1}{k+1}\left(\rho_{0, \ell}^{k}+\rho_{1, \ell}^{k}+\cdots+\rho_{k, \ell}^{k}\right) \leq \frac{\ell+1}{k+1}
$$

where the inequality is from (9). Note that we are using an analog of Observation 5.1 to know that for any $j, Y_{j}, \ldots, Y_{1}, \sigma_{0}, Z_{1}, Z_{k-j}$ is a $\pi$-stationary trajectory.

## 6. Global Significance for Local Outliers

We now prove Theorem 3.1 from Theorem 1.2.
Proof of Theorem 3.1. For a $\pi$-stationary trajectory $X_{0}, \ldots, X_{k}$, let us define $p_{j, \varepsilon}^{k}(\sigma)$ to be the probability that $\omega\left(X_{j}\right)$ is in the bottom $\varepsilon$ fraction of the values $\omega\left(X_{0}\right), \ldots, \omega\left(X_{k}\right)$, conditioned on the event that $X_{j}=\sigma$.

In particular, to prove Theorem 3.1, we will prove the following claim:
Claim: If $\sigma_{0}$ is not an $(\varepsilon, \alpha)$-outlier, then

$$
\begin{equation*}
p_{0, \varepsilon}^{k}\left(\sigma_{0}\right) \leq \sqrt{\frac{2 \varepsilon}{\alpha}} \tag{10}
\end{equation*}
$$

Let us first see why the claim implies the theorem. Recall the random variable $\rho$ is the number of trajectories $\mathcal{T}^{i}$ from $\sigma_{0}$ on which $\sigma_{0}$ is observed to be an $\varepsilon$-outlier with respect to the labeling $\omega$. The random variable $\rho$ is thus a sum of $m$ independent Bernoulli random variables, which each take value 1 with probability $\leq \sqrt{\frac{2 \varepsilon}{\alpha}}$ by the claim. In particular, by Chernoff's bound, we have

$$
\begin{equation*}
\operatorname{Pr}\left(\rho \geq(1+\delta) m \sqrt{\frac{2 \varepsilon}{\alpha}}\right) \leq e^{-\min \left(\delta, \delta^{2}\right) m \sqrt{\frac{2 \varepsilon}{\alpha}} / 3} \tag{11}
\end{equation*}
$$

giving the theorem. (Note the key point of the claim is that $\alpha$ is inside the square root in (10), while a straightforward application of Theorem 1.1 would give an expression with $\alpha$ outside the square root.)

To prove (10), consider a $\pi$-stationary trajectory $X_{0}, \ldots, X_{k}, \ldots, X_{2 k}$ and condition on the event that $X_{k}=\sigma$ for some arbitrary $\sigma \in \Sigma$. Since $\mathcal{M}$ is reversible, we can view
this trajectory as two independent trajectories $X_{k+1}, \ldots, X_{2 k}$ and $X_{k-1}, X_{k-2}, \ldots, X_{0}$ both beginning from $\sigma$. In particular, letting $A$ and $B$ be the events that $\omega\left(X_{k}\right)$ is an $\varepsilon$-outlier among the lists $\omega\left(X_{0}\right), \ldots, \omega\left(X_{k}\right)$ and $\omega\left(X_{k}\right), \ldots, \omega\left(X_{2 k}\right)$, respectively, we have that

$$
\begin{equation*}
p_{0, \varepsilon}^{k}(\sigma)^{2}=\operatorname{Pr}(A \cap B) \leq p_{k, \varepsilon}^{2 k}(\sigma) \tag{12}
\end{equation*}
$$

Now, the assumption that the given $\sigma_{0} \in \Sigma$ is not an $(\varepsilon, \alpha)$ outlier gives that for a random $\sigma \sim \pi$, we have that

$$
\begin{equation*}
\operatorname{Pr}\left(p_{0, \varepsilon}^{k}(\sigma) \geq p_{0, \varepsilon}^{k}\left(\sigma_{0}\right)\right) \geq \alpha \tag{13}
\end{equation*}
$$

Line (12) gives that $p_{0, \varepsilon}^{k}(\sigma)^{2} \leq p_{k, \varepsilon}^{2 k}(\sigma)$, and Theorem 1.2 gives that $p_{k, \varepsilon}^{2 k} \leq 2 \varepsilon$. Thus taking expectations with respect to a random $\sigma \sim \pi$, we obtain that

$$
\mathbf{E}_{\sigma \sim \pi}\left(p_{0, \varepsilon}^{k}(\sigma)^{2}\right) \leq \mathbf{E}_{\sigma \sim \pi}\left(p_{k, \varepsilon}^{2 k}(\sigma)\right)=p_{k, \varepsilon}^{2 k} \leq 2 \varepsilon
$$

On the other hand, we can use (13) to write

$$
\mathbf{E}_{\sigma \sim \pi}\left(p_{0, \varepsilon}^{k}(\sigma)^{2}\right) \geq \alpha \cdot p_{0, \varepsilon}^{k}\left(\sigma_{0}\right)^{2}
$$

so that we have

$$
p_{0, \varepsilon}^{k}\left(\sigma_{0}\right)^{2} \leq \frac{2 \varepsilon}{\alpha}
$$

The following theorem is the analog of Theorem 3.1 obtained when one uses an analog of Besag and Clifford's Theorem 1.3 in place of 1.2 in the proof. This version pays the price of using a random $k$ instead of a fixed $k$ for the notion of an $(\varepsilon, \alpha)$-outlier, but has the advantage that the constant 2 is eliminated from the bound. (Note that as in Theorem 3.1, the notion of $(\varepsilon, \alpha)$ outlier used here is still just defined with respect to a single path, although Theorem 1.3 depends on using two independent trajectories.)

Theorem 6.1. Consider $m$ independent trajectories

$$
\begin{gathered}
\mathcal{T}^{1}=\left(X_{0}^{1}, X_{1}^{1}, \ldots, X_{k_{1}}^{1}\right), \\
\vdots \\
\mathcal{T}^{m}= \\
\left(X_{0}^{m}, X_{1}^{m}, \ldots, X_{k_{m}}^{m}\right)
\end{gathered}
$$

in the reversible Markov chain $\mathcal{M}$ (whose states have realvalued labels) from a common starting point $X_{0}^{1}=\cdots=$ $X_{0}^{m}=\sigma_{0}$, where each of the lengths $k_{i}$ are independently drawn random numbers from a geometric distribution. Define the random variable $\rho$ to be the number of trajectories $\mathcal{T}^{i}$ on which $\sigma_{0}$ is an $\varepsilon$-outlier.

If $\sigma_{0}$ is not an $(\varepsilon, \alpha)$-outlier with respect to $k$ drawn from the geometric distribution, then

$$
\begin{equation*}
\operatorname{Pr}\left(\rho \geq m \sqrt{\frac{\varepsilon}{\alpha}}+r\right) \leq e^{-\min \left(r^{2} \sqrt{\alpha / \varepsilon} / 3 m, r / 3\right)} \tag{14}
\end{equation*}
$$

Again, there is an analogous version to Theorem 3.2, where $2 \varepsilon$ is replaced by $\varepsilon$.

Proof of Theorem 6.1. For a $\pi$-stationary trajectory $X_{0}, \ldots, X_{k}$ and a real number $\mu$, let us define $p_{0, \varepsilon}^{\mu}(\sigma)$ to be the probability that $\omega\left(X_{j}\right)$ is in the bottom $\varepsilon$ fraction of the values $\omega\left(X_{0}\right), \ldots, \omega\left(X_{k}\right)$, conditioned on the event that $X_{0}=\sigma$, where the length $k$ is chosen from a geometric distribution with mean $\mu$ supported on $0,1,2, \ldots$; that is, $k=t$ with probability $\frac{1}{\mu+1}(1-$ $\left.\frac{1}{\mu+1}\right)^{t}$.

To prove Theorem 6.1, it suffices to prove that if $\sigma_{0}$ is not an $(\varepsilon, \alpha)$-outlier with respect to $k$ drawn from the geometric distribution with mean $\mu$, then

$$
\begin{equation*}
p_{0, \varepsilon}^{\mu}\left(\sigma_{0}\right) \leq \sqrt{\frac{\varepsilon}{\alpha}} \tag{15}
\end{equation*}
$$

To prove (15), suppose that $k_{1}$ and $k_{2}$ are independent random variables which are geometrically distributed with mean $\mu$, and consider a $\pi$-stationary trajectory

$$
X_{0}, \ldots, X_{k_{1}}, \ldots, X_{k_{1}+k_{2}}
$$

of random length $k_{1}+k_{2}$, and condition on the event that $X_{k_{1}}=\sigma$ for some arbitrary $\sigma \in \Sigma$. Since $\mathcal{M}$ is reversible, we can view this trajectory as two independent trajectories $X_{k_{1}}, X_{k_{1}+1}, \ldots, X_{k_{1}+k_{2}}$ and $X_{k_{1}}, X_{k_{1}-1}, X_{k_{1}-2}, \ldots, X_{0}$ both beginning from $X_{k_{1}}=\sigma$, of random lengths $k_{2}$ and $k_{1}$, respectively. In particular, letting $A$ and $B$ be the events that $\omega\left(X_{k_{1}}\right)$ is an $\varepsilon$-outlier among the lists $\omega\left(X_{0}\right), \ldots, \omega\left(X_{k_{1}}\right)$ and $\omega\left(X_{k_{1}}\right), \ldots, \omega\left(X_{k_{1}+k_{2}}\right)$, respectively, we have that

$$
\begin{array}{r}
p_{0, \varepsilon}^{\mu}(\sigma)^{2}=\operatorname{Pr}(A \cap B) \leq \operatorname{Pr}\left(\omega\left(X_{k_{1}}\right) \text { is an } \varepsilon\right. \text {-outlier among } \\
\left.\omega\left(X_{0}\right), \ldots, \omega\left(X_{k_{1}+k_{2}}\right) \mid X_{k_{1}}=\sigma\right), \tag{16}
\end{array}
$$

where, in this last expression, $k_{1}$ and $k_{2}$ are random variables. Now, the assumption that the given $\sigma_{0} \in \Sigma$ is not an $(\varepsilon, \alpha)$ outlier gives that for a random $\sigma \sim \pi$, we have that

$$
\begin{equation*}
\operatorname{Pr}\left(p_{0, \varepsilon}^{\mu}(\sigma) \geq p_{0, \varepsilon}^{\mu}\left(\sigma_{0}\right)\right) \geq \alpha \tag{17}
\end{equation*}
$$

Thus, we write

$$
\begin{align*}
& \quad \alpha \cdot p_{0, \varepsilon}^{\mu}\left(\sigma_{0}\right)^{2} \leq \mathbf{E}_{\sigma \sim \pi}\left(p_{0, \varepsilon}^{\mu}(\sigma)^{2}\right) \\
& \leq \operatorname{Pr}\left(\omega\left(X_{k_{1}}\right) \text { is an } \varepsilon \text {-outlier among } \omega\left(X_{0}\right), \ldots, \omega\left(X_{k_{1}+k_{2}}\right)\right), \tag{18}
\end{align*}
$$

where the last inequality follows from line (16).
On the other hand, considering the right-hand side of Line (18), we have that conditioning on any value for the length $\ell=k_{1}+k_{2}$ of the trajectory, $k_{1}$ is uniformly distributed in the range $\{0, \ldots, \ell\}$. This is ensured by the geometric distribution, simply because for any $\ell$ and any $x \in(0, \ldots, \ell)$, we have that the probability

$$
\begin{aligned}
& \operatorname{Pr}\left(k_{1}=x \text { AND } k_{2}=\ell-x\right) \\
& \quad=\frac{1}{\mu+1}\left(1-\frac{1}{\mu+1}\right)^{x} \frac{1}{\mu+1}\left(1-\frac{1}{\mu+1}\right)^{\ell-x} \\
& \quad=\left(\frac{1}{\mu+1}\right)^{2}\left(1-\frac{1}{\mu+1}\right)^{\ell}
\end{aligned}
$$

is independent of $x$. In particular, conditioning on any particular value for the length $\ell=k_{1}+k_{2}$, we have that the probability that $\omega\left(X_{k_{1}}\right)$ is an $\varepsilon$-outlier on the trajectory is at most $\varepsilon$, since $X_{k_{1}}$ is a uniformly randomly chosen element of the trajectory $X_{0}, \ldots, X_{k_{1}+k_{2}}$; note that this part of the proof is
exactly the same as the proof of Theorem 1.3. In particular, for the righthand-side of line (18), we are writing

$$
\begin{align*}
& \alpha \cdot p_{0, \varepsilon}^{\mu}\left(\sigma_{0}\right)^{2} \leq \operatorname{Pr}\left(\omega\left(X_{k_{1}}\right) \text { is an } \varepsilon\right. \text {-outlier among } \\
& \left.\quad \omega\left(X_{0}\right), \ldots, \omega\left(X_{k_{1}+k_{2}}\right)\right) \\
& \leq \max _{\ell} \operatorname{Pr}\left(\omega\left(X_{k_{1}}\right) \text { is an } \varepsilon\right. \text {-outlier among } \\
& \left.\quad \omega\left(X_{0}\right), \ldots, \omega\left(X_{k_{1}+k_{2}}\right) \mid k_{1}+k_{2}=\ell\right) \leq \varepsilon \tag{19}
\end{align*}
$$

This gives line (15) and completes the proof.
We close this section by noting that in implementations where $m$ is not enormous, it may be sensible to use the exact binomial tail in place of the Chernoff bound in (11). In particular, this gives the following versions:

Theorem 6.2. With $\rho$ as in Theorem 3.1, we have that if $\sigma_{0}$ is not an $(\varepsilon, \alpha)$ outlier, then

$$
\begin{equation*}
\operatorname{Pr}(\rho \geq K) \leq \sum_{k=K}^{m}\binom{m}{k}\left(\frac{2 \varepsilon}{\alpha}\right)^{k / 2}\left(1-\sqrt{\frac{2 \varepsilon}{\alpha}}\right)^{m-k} \tag{20}
\end{equation*}
$$

Theorem 6.3. With $\rho$ as in Theorem 6.1, we have that if $\sigma_{0}$ is not an $(\varepsilon, \alpha)$ outlier, then

$$
\begin{equation*}
\operatorname{Pr}(\rho \geq K) \leq \sum_{k=K}^{m}\binom{m}{k}\left(\frac{\varepsilon}{\alpha}\right)^{k / 2}\left(1-\sqrt{\frac{\varepsilon}{\alpha}}\right)^{m-k} \tag{21}
\end{equation*}
$$

## 7. Generalizing the Besag and Clifford Tests

Theorem 3.1 is attractive because it succeeds at separating statistical significance from effect size, and at demonstrating statistical significance for an intuitively-interpretable deterministic property of state in the Markov chain. This is especially important when public-policy decisions must be made by nonexperts on the basis of such tests.

In some cases, however, these may not be important goals. In particular, one may simply desire a statistical test which is as effective as possible at disproving the null hypothesis $\sigma \sim \pi$. This is a task at which Besag and Clifford's Theorem 1.3 excels.

In their paper, Besag and Clifford also proved the following result, to enable a test designed to take efficient advantage of parallelism:

Theorem 7.1 (Besag and Clifford parallel test). Fix numbers $k$ and $m$. Suppose that $\sigma_{0}$ is chosen from a stationary distribution $\pi$ of the reversible Markov chain $\mathcal{M}$, and suppose we sample a trajectory $X_{1}, X_{2}, \ldots, X_{k}$ from $X_{0}=\sigma_{0}$, and then branch to sample $m-1$ trajectories $Z_{1}^{s}, Z_{2}^{s}, \ldots, Z_{k}^{s}(2 \leq s \leq m)$ all from the state $Z_{0}^{s}=X_{k}$. Then we have that

$$
\begin{aligned}
& \operatorname{Pr}\left(\omega\left(\sigma_{0}\right) \text { is an } \varepsilon\right. \text {-outlier among } \\
& \left.\quad \omega\left(\sigma_{0}\right), \omega\left(Z_{k}^{2}\right), \omega\left(Z_{k}^{3}\right), \ldots, \omega\left(Z_{k}^{m}\right)\right) \leq \varepsilon
\end{aligned}
$$

Proof. For this theorem, it suffices to observe that $\sigma_{0}, Z_{k}^{2}, \ldots, Z_{k}^{m}$ are exchangeable random variables-that is, all permutations of the sequence $\sigma_{0}, Z_{k}^{2}, \ldots, Z_{k}^{m}$ are identical in distribution. This is because if $\sigma_{0}$ is chosen from $\pi$ and then the $Z_{k}^{i}$ 's are chosen as above, the result is equivalent in
distribution to the case where $X_{k}$ is chosen from $\pi$ and then each $Z_{k}^{i}$ is chosen (independently) as the end of a trajectory $X_{k}, Z_{1}^{i}, \ldots, Z_{k}^{i}$, and $\sigma_{0}=Y_{k}$ is chosen (independently) as the end of a trajectory $X_{k}, Y_{1}, \ldots, Y_{k}$. Here, we are using that reversibility implies that $\left(X_{k}, Y_{1}, \ldots, Y_{k}\right)$ is identical in distribution to ( $\sigma_{0}, X_{1}, \ldots, X_{k}$ ).

With an eye toward finding a common generalization of Besag and Clifford's serial and parallel tests, we define a Markov outlier test as a significance test with the following general features:

- The test begins from a state $\sigma_{0}$ of the Markov chain which, under the null hypothesis, is assumed to be stationary;
- random steps in the Markov chain are sampled from the initial state and/or from subsequent states exposed by the test;
- the ranking of the initial state's label is compared among the labels of some (possibly all) of the visited states; it is an $\varepsilon$ outlier if it's label is among the bottom $\varepsilon$ of the comparison labels. Some function $\rho(\varepsilon)$ assigns valid statistical significance to the test results, as in the above theorems.

In particular, such a test may consist of single or multiple trajectories, may branch once or multiple times, etc. In this section, we prove the validity of a parallelizable Markov outlier test with best possible function $\rho(\varepsilon)=\varepsilon$, but for which it is natural to expect the $\varepsilon$-power of the test-that is, its tendency to return small values of $\varepsilon$ when $\sigma_{0}$ truly is an outlier-surpasses that of Theorems 1.3 and 7.1. In particular, we prove the following theorem:

Theorem 7.2 (Star-split test). Fix numbers $m$ and $k$. Suppose that $\sigma_{0}$ is chosen from a stationary distribution $\pi$ of the reversible Markov chain $\mathcal{M}$, and suppose that $\xi$ is chosen randomly in $\{1, \ldots, k\}$. Now sample trajectories $X_{1}, \ldots, X_{\xi}$ and $Y_{1}, \ldots, Y_{k-\xi}$ from $\sigma_{0}$, and then branch and sample $m-1$ trajectories $Z_{1}^{s}, Z_{2}^{s}, \ldots, Z_{k}^{s}(2 \leq s \leq m)$ all from the state $Z_{0}^{s}=X_{\xi}$. Then we have that

$$
\begin{aligned}
& \operatorname{Pr}\left(\omega\left(\sigma_{0}\right) \text { is an } \varepsilon \text {-outlier among } \omega\left(\sigma_{0}\right)\right. \\
& \quad \omega\left(X_{1}\right) \ldots, \omega\left(X_{\xi-1}\right) \\
& \quad \omega\left(Y_{1}\right), \ldots,\left(Y_{k-\xi}\right) \\
& \quad \omega\left(Z_{1}^{2}\right), \ldots, \omega\left(Z_{k}^{2}\right) \\
& \quad \\
& \quad \\
& \\
& \left.\omega\left(Z_{k}^{m}\right), \ldots, \omega\left(Z_{k}^{m}\right)\right) \leq \varepsilon
\end{aligned}
$$

In particular, note that the set of comparison random variables used consists of all random variables exposed by the test except $X_{\xi}$.

To compare Theorem 7.2 with Theorems 7.1 and 1.3, let us note that it is natural to expect the $\varepsilon$-power of a Markov chain significance test to depend on:

1. How many comparisons are generated by the test, and
2. how far typical comparison states are from the state being tested, where we measure distance to a comparison state by
the number of Markov chain transitions which the test used to generate the comparison.

If unlimited parallelism is available, then the Besag/Clifford parallel test is essentially optimal from these parameters, as it draws an unlimited number of samples, whose distance from the initial state is whatever serial running time is used. Conversely, in a purely serial setting, the Besag/Clifford test is essentially optimal with respect to these parameters.

But it is natural to expect that even when parallelism is available, the number $n$ of samples we desire will often be significantly greater than the parallelism factor $\ell$ available. In this case, the Besag/Clifford parallel test will use $n$ comparisons at distance $d \approx \ell t / n$, where $t$ is the serial time used by the test. In particular, the typical distance to a comparison can be considerably less than $t$ when $\ell$ compares unfavorably with $n$.

On the other hand, Besag/Clifford serial test generates comparisons whose typical distance is roughly $t / 2$, but cannot make use of parallelism beyond $\ell=2$. For an apples-to-apples comparison, it is natural to consider the case of carrying out their serial test using only every $d$ th state encountered as a comparison state for some $d$. This is equivalent to applying the test to the $d$ th-power of the Markov chain, instead of applying it directly. (In practical applications, this is a sensible choice when comparing the labels of states is expensive relative to the time required to carry out transitions of the chain.) Now if $\ell$ is a small constant, we see that with $t \cdot d$ steps, the BC parallel test can generate roughly $n$ comparisons all at distance $d$ from the state being tested, the serial test could generate comparisons at distances $d, 2 d, 3 d, \ldots, k d$ (measured in terms of transitions in $\mathcal{M}$ ), where these distances occur with multiplicity at most 2 , and $k=\max (\xi, n-\xi) \geq n / 2$. In particular, the serial test generates a similar number of comparisons in this way but at much greater distances from the state we are evaluating, making it more likely that we are able to detect that the input state is an outlier.

Consider now the star-split test. Again, to facilitate comparison, we suppose the test is being applied to the $d$ th power of $\mathcal{M}$. If serial time $t \approx s d$ is to be used, then we will branch into $\ell-1$ trajectories after $\xi \cdot \mathcal{M}^{d}$ chain, where $\xi$ is randomly chosen from $\left\{0, \frac{s}{2}\right\}$. Thus, comparisons used lie at a set of distances $d, 2 d, \ldots,\left(\xi+\frac{s}{2}\right) d$ similar to the case of the Besag/Clifford serial test above. But now the distances $d, 2 d, \ldots,(\xi d-1) d$ will have multiplicities at most 2 in the set of comparison distances, while the distances $(\xi+1) d,(\xi+2) d, \ldots,\left(\xi+\frac{s}{2}\right) d$ all have multiplicity at least $\ell-1$. In particular, the test allows us to make more comparisons to more distance states, essentially by a factor of the parallelism factor being used. In particular, it is natural to expect performance to improve as $\ell$ increases. Moreover, the star-split test is equivalent to the Besag/Clifford serial test for $\ell \leq 2$, and essentially equivalent to their parallel test in the large $\ell$ limit. (To make this latter correspondence exact, once can apply Theorem 7.2 to the $d$ th power of a Markov chain $\mathcal{M}$, and take $k=1$.)

We now turn to the task of proving Theorem 7.2. Unlike Theorems 1.1-1.3, the comparison states used in Theorems 7.1 and 7.2 cannot be viewed as a single trajectory in $\mathcal{M}$. This motivates the natural generalization of the notion of a $\pi$-stationary trajectory as follows:

Definition 7.1. Given a reversible Markov chain $\mathcal{M}$ with stationary distribution $\pi$ and an undirected tree $T$, a $\pi$-stationary $T$ projection is a collection of random variables $\left\{X_{v}\right\}_{v \in T}$ such that:

1. for all $v \in T, X_{v} \sim \pi$;
2. for any edge $\{u, v\}$ in $T$, if we let $T_{u}$ denote the vertex-set of the connected component of $u$ in $T \backslash\{u, v\}$ and $\left\{\sigma_{w}\right\}_{w \in T}$ is an arbitrary collection of states, then

$$
\operatorname{Pr}\left(X_{v}=\sigma_{v} \mid \bigwedge_{w \in T_{u}} X_{w}=\sigma_{w}\right)=\pi_{\sigma_{u}, \sigma_{v}}
$$

In analogy to the case of $\pi$-stationary trajectories, Definition 7.1 easily gives the following, by induction:

Observation 7.1. For fixed $\pi$ and $T$, if $\left\{X_{w}\right\}_{w \in T}$ and $\left\{Y_{w}\right\}_{w \in T}$ are both $\pi$-stationary $T$-projections, then the two collections $\left\{X_{w}\right\}_{w \in T}$ and $\left\{Y_{w}\right\}_{w \in T}$ are equivalent in distribution.

This enables the following natural analog of Definition 5.1:
Definition 7.2. Given a Markov chain $\mathcal{M}$ with labels $\omega: \Sigma \rightarrow$ $\mathbb{R}$ and stationary distribution $\pi$, we define for each $\ell$, each undirected tree $T$, each vertex subset $S \subset T$ and each vertex $v \in S$ a real number $\rho_{v, \ell}^{T, S}$, which is the probability that for a $\pi$ stationary $T$-projection $\left\{X_{w}\right\}_{w \in T}$, we have that $\omega\left(X_{v}\right)$ is $\ell$-small among $\left\{\omega\left(X_{w}\right)\right\}_{w \in S}$.

Observe that as in (9) we have for any tree $T$ and any vertex subset $S$ of $T$, we have that

$$
\begin{equation*}
\sum_{w \in S} \rho_{w, \ell}^{T, S} \leq \ell+1 \tag{22}
\end{equation*}
$$

The following observation, applied recursively, gives the natural analog of Observation 5.1. Again the proof is an easy exercise in the definitions.

Observation 7.2. Suppose that $T$ is an undirected tree, $v$ is a leaf of $T, T^{\prime}=T \backslash v$, and $\left\{X_{w}\right\}_{w \in T^{\prime}}$ is a $\pi$-stationary $T^{\prime}$-projection. Suppose further that $X_{v}$ is a random variable such that for all $\left\{\sigma_{w}\right\}_{w \in T}$ we have that

$$
\begin{equation*}
\operatorname{Pr}\left(X_{v}=\sigma_{v} \mid \bigwedge_{w \in T^{\prime}}\left(X_{w}=\sigma_{w}\right)\right)=\pi_{\sigma_{u}, \sigma_{v}} \tag{23}
\end{equation*}
$$

where $u$ is the neighbor of $v$ in $T$. Then $\left\{X_{w}\right\}_{w \in T}$ is a $\pi$-stationary $T$-projection.

We can rephrase the proof of Theorem 7.1 in this language. Let $T$ be the tree consisting of $m$ paths of length $k$ sharing a common endpoint and no other vertices, and let $S$ be the leaves of $T$. By symmetry, we have that $\rho_{w, \ell}^{T, S}$ is constant over $w \in S$. On the other hand, Observation 7.2 gives that under the hypotheses of Theorem 7.1, $\sigma_{0}, X_{1}, \ldots, X_{k}$, and the $Z_{i}^{s}$ 's are a $\pi$-stationary $T$-projection, with obvious assignments (e.g., $\sigma_{0}$ corresponds to a leaf of $T ; X_{k}$ corresponds to the center). In particular, (22) implies that $\rho_{w, \ell}^{T, S} \leq \frac{\ell+1}{n}$, which gives the theorem.

On the other hand, the definitions make the following proof easy as well, using the same simple idea as Besag and Clifford's Theorem 1.3.

Proof of Theorem 7.2. Define $T$ to be the undirected tree with vertex set $\left\{v_{0}\right\} \cup\left\{v_{j}^{s} \mid 1 \leq s \leq m, 1 \leq j \leq k\right\}$, with edges $\left\{v_{0}, v_{1}^{s}\right\}$ for each $1 \leq s \leq m$ and $\left\{v_{j}^{s}, v_{j+1}^{s}\right\}$ for each $1 \leq s \leq m$, $1 \leq j \leq k-1$. Now we let $S$ consist of all vertices of $T$ except the center $v_{0}$, and let $S_{j}$ denote the set of $m$ vertices in $S$ at distance $j$ from $v_{0}$. By symmetry, we have that $\rho_{v, \ell}^{T, S}$ is constant in each $S_{j}$; in particular, we have that

$$
\rho_{\nu_{j}^{\prime}, \ell}^{T, S}=\frac{1}{n} \sum_{s=1}^{m} \rho_{\gamma_{j}^{s, \ell}}^{T, S}
$$

and together with (22) this gives that

$$
\begin{equation*}
\sum_{j=1}^{k} \rho_{v_{j}^{1}, \ell}^{T, S} \leq \frac{\ell+1}{n} \tag{24}
\end{equation*}
$$

Now if we let

$$
\begin{aligned}
& W_{v_{0}}=X_{k} \\
& W_{v_{j}^{s}}= \begin{cases}X_{\xi-j} & s=1,1 \leq j<\xi \\
\sigma_{0} & s=1, j=\xi \\
Y_{j-\xi} & s=1, j>\xi \\
Z_{j}^{s} & 2 \leq s \leq m, 1 \leq j \leq k\end{cases}
\end{aligned}
$$

then $\left\{W_{w}\right\}_{w \in T}$ is a $\pi$-stationary $T$-projection under the hypotheses of Theorem 7.2, by recursively applying Observation 7.2. Moreover, as $\xi$ is chosen randomly among $\{1, \ldots, k\}$, the probability that $\omega\left(\sigma_{0}\right)=\omega\left(W_{v_{\xi}^{1}}\right)$ is $\ell$-small among $\left\{\omega\left(W_{w}\right)\right\}_{w \in S}$ is given by

$$
\frac{1}{k}\left(\rho_{v_{1}^{1}, \ell}^{T, S}+\cdots+\rho_{v_{k}^{1}, \ell}^{T, S}\right) \leq \frac{\ell+1}{k n}
$$

where the inequality is from (24), giving the theorem.

## 8. The Product Space Setting

The appeal of the theorems developed thus far in this article is that they can be applied to any reversible Markov chain without any knowledge of its structure. However, there are some important cases where additional information about the structure of the stationary distribution of a chain is available, and can be exploited to enable more powerful statistical claims.

In this section, we consider the problem of evaluating claims of gerrymandering with a Markov chain where the probability distribution on districtings is known to have a product structure imposed by geographical constraints. For example, the North Carolina Supreme Court has ruled in Stephenson v. Bartlett that districtings of that state must respect groupings of counties determined by a prescribed algorithm. In particular, a set of explicit rules (nearly) determine a partition of the counties of North Carolina into county groupings whose populations are each close to an integer multiple of an ideal district size (see Carter et al. 2020 for recent results on these rules), and then the districting of the state is comprised of independent districtings of each of the county groupings.

In this way, the probability space of uniformly random districtings is a product space, with a random districting of the whole state equivalent to collection of random independent
districtings of each of the separate county groupings. We wish to exploit this structure for greater statistical power. In particular, running trajectories of length $k$ in each of $d$ clusters generates a total of $k^{d}$ comparison maps with only $k \cdot d$ total Markov chain steps. To take advantage of the potential power of this enormous comparison set, we need theorems which allow us to compare a given map not just to a trajectory of maps in a Markov chain (since the $k^{d}$ maps do not form a trajectory) but to the product of trajectories. This is what we show in this section.

Formally, in the product space setting, we have a collection $\mathcal{M}^{[d]}$ of $d$ Markov chains $\mathcal{M}_{1}, \ldots, \mathcal{M}_{d}$, each $\mathcal{M}_{i}$ on state space $\Sigma_{i}$ (each corresponding to one county grouping in North Carolina, for example). We are given a label function $\omega: \Sigma^{[d]} \rightarrow \mathbb{R}$, where here $\Sigma^{[d]}=\Sigma_{1} \times \cdots \times \Sigma_{d}$. In the first theorem in this section, which is a direct analog of the Besag and Clifford test, we consider a $\sigma_{0} \in \Sigma^{[d]}$ distributed as $\sigma_{0} \sim \pi^{[d]}$, where here $\pi^{[d]}$ indicates the product space of stationary distributions $\pi_{i}$ of the $\mathcal{M}_{i}$. (In the gerrymandering case, $\pi^{[d]}$ is a random map chosen by randomly selecting a map for each separate county cluster.) In the tests discussed earlier in this article, a state $\sigma_{0} \sim \mathcal{M}$ is evaluated by comparing a state $\sigma_{0}$ to other states on a trajectory containing $\sigma_{0}$. In the product setting, we compare $\sigma_{0}$ against a product of one trajectory from each $\mathcal{M}_{i}$.

In particular, given the collection $\mathcal{M}^{[d]}$, a state $\sigma_{0}=$ $\left(\sigma_{0}^{1}, \ldots, \sigma_{0}^{d}\right) \in \Sigma^{[d]}$, and $\mathbf{j}=\left(j_{1}, \ldots j_{d}\right), \mathbf{k}=\left(k_{1}, \ldots, k_{d}\right)$, we define the trajectory product $\mathbf{X}_{\sigma_{0}, \mathbf{j}, \mathbf{k}}$ which is obtained by considering, for each $i$, a trajectory $X_{0}^{i}, \ldots, X_{k^{i}}^{i}$ in $\mathcal{M}_{i}$ conditioned on $X_{j_{i}}^{i}=\sigma_{0}^{i} . \mathbf{X}_{\sigma_{0}, \mathbf{j}, \mathbf{k}}$ is simply the set of all $d$-tuples consisting of one element from each such trajectory.

We define the stationary trajectory product $\mathbf{X}_{\pi^{[d]}, \mathbf{k}}$, analogously, except that the trajectories used are all stationary, instead of conditioning on $X_{j_{i}}^{i}=\sigma_{0}^{i}$.

Theorem 8.1. Given reversible Markov chains $\mathcal{M}_{1}, \mathcal{M}_{2}, \ldots, \mathcal{M}_{d}$, fix any number $k$ and suppose that $\sigma_{0}^{1}, \ldots, \sigma_{0}^{d}$ are chosen from stationary distributions $\pi_{1}, \ldots, \pi_{d}$ of $\mathcal{M}_{1}, \ldots, \mathcal{M}_{d}$, and that $\xi_{1}, \ldots, \xi_{d}$ are chosen uniformly and independently in $\{0, \ldots, k\}$. For each $s=1, \ldots, d$, consider two independent trajectories $Y_{0}^{s}, Y_{1}^{s}, \ldots$ and $Z_{0}^{s}, Z_{1}^{s}, \ldots$ in the reversible Markov chain $\mathcal{M}_{s}$ from $Y_{0}^{s}=Z_{0}^{s}=\sigma_{0}^{s}$. Let $\omega: \mathcal{M}_{1} \times \cdots \times \mathcal{M}_{d} \rightarrow \mathbb{R}$ be a label function on the product space, write $\boldsymbol{\sigma}_{0}=\left(\sigma_{0}^{1}, \ldots, \sigma_{0}^{d}\right)$, and denote by $\mathbf{Z}_{\sigma_{0}, k}$ the (random) set of all vectors $\left(a_{1}, \ldots, a_{d}\right)$ such that for each $i$, $a_{i} \in\left(\sigma_{0}^{i}, Y_{1}^{i}, \ldots, Y_{\xi_{i}}^{i}, Z_{1}^{i}, \ldots, Z_{k-\xi_{i}}^{i}\right)$. Then we have that

$$
\begin{equation*}
\operatorname{Pr}\left(\omega\left(\boldsymbol{\sigma}_{0}\right) \text { is an } \varepsilon \text {-outlier among } \omega(\mathbf{x}), \mathbf{x} \in \mathbf{Z}_{\sigma_{0}, k}\right) \leq \varepsilon \tag{25}
\end{equation*}
$$

Proof. Like the proof of Theorem 1.3, this proof is very simple; it is just a matter of digesting notation. First observe that $\mathbf{Z}_{\sigma_{0}, k}$ is simply a trajectory product $\mathbf{X}_{\sigma_{0}, \xi, \mathbf{k}}$, where $\mathbf{k}=(k, \ldots, k)$ and $\xi$ is the random variable $\left(\xi_{1}, \ldots, \xi_{d}\right)$.

In particular, under the hypothesis that $\sigma_{0}^{i} \sim \pi_{i}$ for all $i, \mathbf{Z}_{\sigma_{0}, k}$ is in fact a stationary trajectory product $\mathbf{X}_{\pi^{[d]}, \mathbf{k}}$, In particular, by the random, independent choice of the $\xi_{i}$ 's, the probability in (25) is equivalent to the probability that the label of a random element of the a stationary trajectory product is among $\varepsilon$ smallest labels in the stationary trajectory product; this probability is at most $\varepsilon$.

The following is an analog of Theorem 1.2 for the product space setting.

Theorem 8.2. Given reversible Markov chains $\mathcal{M}_{1}, \mathcal{M}_{2}, \ldots, \mathcal{M}_{d}$, fix any number $k$ and suppose that $\sigma_{0}^{1}, \ldots, \sigma_{0}^{d}$ are chosen from stationary distributions $\pi_{1}, \ldots, \pi_{d}$ of $\mathcal{M}^{1}, \ldots, \mathcal{M}^{d}$. For each $s=1, \ldots, d$, consider two independent trajectories $Y_{0}^{s}, Y_{1}^{s}, \ldots$ and $Z_{0}^{s}, Z_{1}^{s}, \ldots$ in the reversible Markov chain $\mathcal{M}^{s}$ from $Y_{0}^{s}=Z_{0}^{s}=\sigma_{0}^{s}$. Let $\omega: \mathcal{M}_{1} \times \cdots \times \mathcal{M}_{d} \rightarrow \mathbb{R}$ be a label function on the product space, write $\boldsymbol{\sigma}_{0}=\left(\sigma_{0}^{1}, \ldots, \sigma_{0}^{d}\right)$, and denote by $\mathbf{Z}_{\sigma_{0}, k}$ the (random) set of all vectors $\left(a_{1}, \ldots, a_{d}\right)$ such that for each $i$, $a_{i} \in\left(\sigma_{0}^{i}, Y_{1}^{i}, \ldots, Y_{k}^{i}, Z_{1}^{i}, \ldots, Z_{k}^{i}\right)$. Then we have that

$$
\begin{equation*}
\operatorname{Pr}\left(\omega\left(\boldsymbol{\sigma}_{0}\right) \text { is an } \varepsilon \text {-outlier among } \omega(\mathbf{x}), \mathbf{x} \in \mathbf{Z}_{\boldsymbol{\sigma}_{0}, k}\right) \leq 2^{d} \cdot \varepsilon \tag{26}
\end{equation*}
$$

Proof. First consider $d$ independent stationary trajectories $X_{0}^{i}, X_{1}^{i}, X_{2}^{i}, \ldots$ for each $i=1, \ldots, d$, and define $\mathbf{X}_{\pi, k}$ to be the collection of all $(k+1)^{d} d$-tuples $\left(a_{1}, \ldots, a_{d}\right)$ where, for each $i$, $a_{i} \in\left\{X_{0}^{i}, \ldots, X_{k}^{i}\right\}$.

In analogy to Definition 5.1, we define $\rho_{\mathbf{j}, \ell}^{k}$ for $\mathbf{j}=$ $\left(j_{1}, j_{2}, \ldots, j_{k}\right)$ to be the probability that for $X_{\mathbf{j}}=\left(X_{j_{1}}^{1}, \ldots, X_{j_{d}}^{d}\right) \in$ $\mathbf{X}_{\pi, k}$, we have that $\omega\left(X_{\mathbf{j}}\right)$ is $\ell$-small among the $\omega$-labels of all elements of $\mathbf{X}_{\pi, k}$.

Observe that for $\mathbf{k}=(k, \ldots, k)$, we have in analogy to Equation (5) that

$$
\begin{equation*}
\rho_{\mathbf{k}, \ell}^{2 k} \leq \rho_{\mathbf{j}, \ell}^{k} \tag{27}
\end{equation*}
$$

for any $j=\left(j_{1}, \ldots, j_{d}\right)$. And of course we have that

$$
\sum_{\mathbf{j}} \rho_{\mathbf{j}, \ell}^{k} \leq \ell+1
$$

Thus, averaging both sides of (27) gives that

$$
\begin{equation*}
\rho_{\mathbf{k}, \ell}^{2 k} \leq \frac{\ell+1}{(k+1)^{d}} \leq 2^{d} \frac{\ell+1}{(2 k+1)^{d}} \tag{28}
\end{equation*}
$$

Now observe that the statement that

$$
\omega\left(\boldsymbol{\sigma}_{0}\right) \text { is an } \varepsilon \text {-outlier among } \omega(\mathbf{x}), \mathbf{x} \in \mathbf{Z}_{\boldsymbol{\sigma}_{0}, k}
$$

equivalent to the statement that

$$
\omega\left(\boldsymbol{\sigma}_{0}\right) \text { is an } \ell \text {-small among } \omega(\mathbf{x}), \mathbf{x} \in \mathbf{Z}_{\boldsymbol{\sigma}_{0}, k}
$$

for $\ell=\varepsilon \cdot(2 k+1)^{d}-1$; thus (28) gives the theorem, since $\rho_{\mathbf{k}, \ell}^{2 k}$ is precisely the probability that this second statement holds. $\square$

The presence of the $2^{d}$ in (26) is now potentially more annoying than the constant 2 in (1.2), and it is natural to ask whether it can be avoided. However, using the example from Remark 1.2, it is easy to see that an exponential factor $\left(\frac{3}{2}\right)^{d}$ may really be necessary, at least if $k=1$. Whether such a factor can be avoided for larger values of $k$ is an interesting question. However, as we discuss below, this seemingly large exponential penalty is actually likely dwarfed by the quantitative benefits of the product setting, in many real-world cases.

### 8.1. Illustrative Product Examples

The fact the estimate in Theorem 8.1 looks like original Theorem 1.3, hides the power in the product version. More misleading is the fact that Theorem 8.2 has a $2^{d}$ which seems to make the theorem degrade with increasing $d$.

Let us begin by considering the simplest example we are looking for the single extreme outlier across the entire product space. Let us further assume that this global extreme is obtained by choosing each of the extreme element in each part of the product space. An example of this comes for the Gerrymandering application where one is naturally interested in the seat count. Each of the product coordinates represents the seats from a particular geographic region. In some states such as North Carolina judicial rulings break the problem up into the product measure required by Theorems 8.1 and 8.2 by stipulating that particular geographic regions must be redistricted independently.

For illustrative purposes, let assume that there are $L$ different outcomes in each of the $d$ different factors of the product space. Hence, the chance of getting the minimum in any of the $d$ different components is $1 / L$. However, getting the minimum in the whole product space requires getting the minimum in each of the components and so is $1 / L^{d}$. Hence is this setting one can take $\varepsilon=1 / L^{d}$ in Theorems 8.1 and 8.2. Thus even in Theorem 8.2 as long as $L>2$, one has a significant improvement as $d$ grows.

Now let's consider a second slightly more complicated example which builds on the proceeding one. Let us equip each $\mathcal{M}_{i}$ with a function $\omega_{i}$ and decide that we are interested in the event

$$
\begin{equation*}
\mathcal{E}(\delta)=\left\{\left\{\xi_{i}\right\}_{1}^{d}: \sum_{i=1}^{d} \omega_{i}\left(\xi_{i}\right) \leq \delta\right\} \tag{29}
\end{equation*}
$$

Then one can take

$$
\varepsilon=\frac{|\mathcal{E}(\delta)|}{L^{d}}
$$

in Theorem 8.2 and $2^{d}$ times this in Theorem 8.2, where $|\mathcal{E}(\delta)|$ is simply the number of elements in the set $\mathcal{E}(\delta)$. This can lead to a significant improvement in the power of the test in the product case over the general case when $|\mathcal{E}(\delta)|$ grows slower than $L^{d}$.

There remains the task of calculating $|\mathcal{E}(\delta)|$. In the gerrymandering examples we have in mind, this can be done efficiently. When counting seat counts, the map $\omega_{i}$ is a many-to-one map with a range consisting of a few discrete values. This means that one can tabulate exactly the number of samples which produce a given value of $\omega_{i}$. Since we are typically interested extreme values of

$$
\omega(\xi)=\sum_{i=1}^{d} \omega_{i}\left(\xi_{i}\right)
$$

there are often only a few partitions of each value of $\omega$ made from possible values of $\omega_{i}$. When this true, the size of $\mathcal{E}$ can be calculated exactly efficiently.

For example, let us assume there are $d$ geographical regions which each needs to be divided into 4 districts. Furthermore each party always wins at least one seat in each geographical region; hence, the only possible outcomes are 1,2 , or 3 seats in each region for a given party. If $\omega_{i}$ counts the number of seats
for the party of interest in geographic region $i$, let us suppose for concreteness that we want are interested in $\delta=2 d$. To calculate $|\mathcal{E}(\delta)|$, we need to only keep track of the number of times 1 , 2 , or 3 seats is produced in each geographic region. We can then combine these numbers by summing over all of the ways the numbers 1,2 , and 3 can add numbers between $d$ and $2 d$. (The smallest $\omega(\xi)$ can be given our assumptions is $d$.) This is a straightforward calculation for which there exist fast algorithms which leverage the hierarchical structure. Namely, group each region with another and calculate the combined possible seat counts and their frequencies. Continuing up the tree recursively one can calculate $|\mathcal{E}(\delta)|$ in only logarithmically many levels.

It is worth remarking, that not all statistics of interest fall as neatly into this framework which enables simple and efficient computation. For instance, calculating the ranked marginals used in Herschlag et al. (2018) requires choosing some representation of the histogram, such as a fixed binning, and would yield only approximate results.

### 8.2. Toward an $(\varepsilon, \alpha)$-Outlier Theorem for Product Spaces

In general, the cost of making a straightforward translation of Theorems 3.1 or 6.1 to the product-space setting are surprisingly large: in both cases, the square root is replaced by a $2^{d}$ th root, according to the natural generalization of the proofs of those theorems.

Accordingly, in this section, we point out simply that by using a more complicated definition of $(\varepsilon, \alpha)$-outliers for the product space setting, an analog of Theorem 6.1 is then easy. In particular, let us define

$$
\begin{equation*}
p_{\mathbf{U}, \varepsilon}^{\mathbf{k}}\left(\boldsymbol{\sigma}_{0}\right):=\operatorname{Pr}\left(\omega\left(\boldsymbol{\sigma}_{0}\right) \text { an } \varepsilon \text {-outlier in } \mathbf{X}_{\sigma_{0}, \mathbf{j}, \mathbf{k}}\right) \tag{30}
\end{equation*}
$$

where $\mathbf{j}=\left(j_{1}, \ldots, j_{d}\right)$ is chosen randomly with respect to the uniform distributions $j_{i} \sim \operatorname{Unif}\left[0, k_{i}\right]$ (here $\mathbf{k}=\left(k_{1}, \ldots, k_{d}\right)$ ).

Now we define a state $\sigma_{0}$ to be an $(\varepsilon, \alpha)$-outlier with respect to a distribution $\mathbf{k}$ if among all states in $\Sigma^{[d]}$, we have that $p_{\mathbf{U}, \varepsilon}^{\mathbf{k}}\left(\sigma_{0}\right)$ is in the largest $\alpha$ fraction of the values of $p_{\mathbf{U}, \varepsilon}^{\mathbf{k}}(\boldsymbol{\sigma})$ over all states $\sigma \in \mathcal{M}^{[d]}$, weighted according to $\pi$.

Theorem 8.3. We are given Markov chains $\mathcal{M}_{1}, \ldots, \mathcal{M}_{d}$. Suppose that $\sigma_{0}$ is not an $(\varepsilon, \alpha)$-outlier with respect to $\mathbf{k}$. Then

$$
p_{\mathbf{U}, \varepsilon}^{\mathbf{k}}\left(\sigma_{0}\right) \leq \frac{\varepsilon}{\alpha}
$$

Proof. This follows immediately from the definitions. From the definition of $(\varepsilon, \alpha)$-outlier given above for the product setting, we have that if $\sigma_{0}$ is not an $(\varepsilon, \alpha)$-outlier, then for a random $\sigma \sim \pi$,

$$
\operatorname{Pr}\left(p_{\mathbf{U}, \varepsilon}^{\mathbf{k}}(\sigma) \geq p_{\mathbf{U}, \varepsilon}^{\mathbf{k}}\left(\sigma_{0}\right)\right) \geq \alpha
$$

Thus, we can write

$$
\mathbf{E}_{\sigma \sim \pi} p_{\mathbf{U}, \varepsilon}^{\mathbf{k}}(\sigma) \geq \alpha \cdot p_{\mathbf{U}, \varepsilon}^{\mathbf{k}}\left(\sigma_{0}\right)
$$

And of course this expectation is just the probability that a random element of $\mathbf{X}_{\pi, \mathbf{k}}$ is an $\varepsilon$-outlier on $X_{\pi, \mathbf{k}}$, which is at most $\varepsilon$.

Of course this kind of trivial proof would be possible in the general non-product space setting also, but the sacrifice is that $(\varepsilon, \alpha)$-outliers cannot be defined with respect to the endpoints of trajectories, which appears most natural. Whether analogous to Theorems 3.1 and 6.1 are possible in the product space setting without an explosive dependence on the dimension $d$ seems like a very interesting question.
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#### Abstract

We present a statistical test to detect that a presented state of a reversible Markov chain was not chosen from a stationary distribution. In particular, given a value function for the states of the Markov chain, we would like to show rigorously that the presented state is an outlier with respect to the values, by establishing a $p$ value under the null hypothesis that it was chosen from a stationary distribution of the chain. A simple heuristic used in practice is to sample ranks of states from long random trajectories on the Markov chain and compare these with the rank of the presented state; if the presented state is a $0.1 \%$ outlier compared with the sampled ranks (its rank is in the bottom $0.1 \%$ of sampled ranks), then this observation should correspond to a $p$ value of 0.001 . This significance is not rigorous, however, without good bounds on the mixing time of the Markov chain. Our test is the following: Given the presented state in the Markov chain, take a random walk from the presented state for any number of steps. We prove that observing that the presented state is an $\varepsilon$-outlier on the walk is significant at $p=\sqrt{2 \varepsilon}$ under the null hypothesis that the state was chosen from a stationary distribution. We assume nothing about the Markov chain beyond reversibility and show that significance at $p \approx \sqrt{\varepsilon}$ is best possible in general. We illustrate the use of our test with a potential application to the rigorous detection of gerrymandering in Congressional districting.


Markov chain | mixing time | gerrymandering | outlier | $p$ value

The essential problem in statistics is to bound the probability of a surprising observation under a null hypothesis that observations are being drawn from some unbiased probability distribution. This calculation can fail to be straightforward for a number of reasons. On the one hand, defining the way in which the outcome is surprising requires care; for example, intricate techniques have been developed to allow sophisticated analysis of cases where multiple hypotheses are being tested. On the other hand, the correct choice of the unbiased distribution implied by the null hypothesis is often not immediately clear; classical tools like the $t$ test are often applied by making simplifying assumptions about the distribution in such cases. If the distribution is well-defined but is not be amenable to mathematical analysis, a $p$ value can still be calculated using bootstrapping if test samples can be drawn from the distribution.
A third way for $p$ value calculations to be nontrivial occurs when the observation is surprising in a simple way and the null hypothesis distribution is known but where there is no simple algorithm to draw samples from this distribution. In these cases, the best candidate method to sample from the null hypothesis is often through a Markov chain, which essentially takes a long random walk on the possible values of the distribution. Under suitable conditions, theorems are available that guarantee that the chain converges to its stationary distribution, allowing a random sample to be drawn from a distribution quantifiably close to the target distribution. This principle has given rise to diverse applications of Markov chains, including to simulations of chemical reactions, Markov chain Monte Carlo statistical methods, protein folding, and statistical physics models.

A persistent problem in applications of Markov chains is the often unknown rate at which the chain converges with the stationary distribution (1, 2). It is rare to have rigorous results on the mixing time of a real-world Markov chain, which means that, in practice, sampling is performed by running a Markov chain for a "long time" and hoping that sufficient mixing has occurred. In some applications, such as in simulations of the Potts model from statistical physics, practitioners have developed modified Markov chains in the hopes of achieving faster convergence (3), but such algorithms have still been shown to have exponential mixing times in many settings (4-6).

In this article, we are concerned with the problem of assessing statistical significance in a Markov chain without requiring results on the mixing time of the chain or indeed, any special structure at all in the chain beyond reversibility. Formally, we consider a reversible Markov chain $\mathcal{M}$ on a state space $\Sigma$, which has an associated label function $\omega: \Sigma \rightarrow \Re$. (The definition of Markov chain is recalled at the end of this section.) The labels constitute auxiliary information and are not assumed to have any relationship to the transition probabilities of $\mathcal{M}$. We would like to show that a presented state $\sigma_{0}$ is unusual for states drawn from a stationary distribution $\pi$. If we have good bounds on the mixing time of $\mathcal{M}$, then we can simply sample from a distribution of $\omega(\pi)$ and use bootstrapping to obtain a rigorous $p$ value for the significance of the smallness of the label of $\sigma_{0}$. However, such bounds are rarely available.

We propose the following simple and rigorous test to detect that $\sigma_{0}$ is unusual relative to states chosen randomly according to $\pi$, which does not require bounds on the mixing rate of $\mathcal{M}$.
The $\sqrt{\varepsilon}$ test. Observe a trajectory $\sigma_{0}, \sigma_{1}, \sigma_{2} \ldots, \sigma_{k}$ from the state $\sigma_{0}$ for any fixed $k$. The event that $\omega\left(\sigma_{0}\right)$ is an $\varepsilon$-outlier among $\omega\left(\sigma_{0}\right), \ldots, \omega\left(\sigma_{k}\right)$ is significant at $p=\sqrt{2 \varepsilon}$ under the null hypothesis that $\sigma_{0} \sim \pi$.

Here, we say that a real number $\alpha_{0}$ is an $\varepsilon$-outlier among $\alpha_{0}, \alpha_{2}, \ldots, \alpha_{k}$ if there are, at most, $\varepsilon(k+1)$ indices $i$ for which

## Significance

Markov chains are simple mathematical objects that can be used to generate random samples from a probability space by taking a random walk on elements of the space. Unfortunately, in applications, it is often unknown how long a chain must be run to generate good samples, and in practice, the time required is often simply too long. This difficulty can preclude the possibility of using Markov chains to make rigorous statistical claims in many cases. We develop a rigorous statistical test for Markov chains which can avoid this problem, and apply it to the problem of detecting bias in Congressional districting.
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$\alpha_{i} \leq \alpha_{0}$. In particular, note for the $\sqrt{\varepsilon}$ test that the only relevant feature of the label function is the ranking that it imposes on the elements of $\Sigma$. In SI Text, we consider the statistical power of the test and show that the relationship $p \approx \sqrt{\varepsilon}$ is best possible. We leave as an open question whether the constant $\sqrt{2}$ can be improved.

Roughly speaking, this kind of test is possible, because a reversible Markov chain cannot have many local outliers (Fig. 1). Rigorously, the validity of the test is a consequence of the following theorem.

Theorem 1.1. Let $\mathcal{M}=X_{0}, X_{1}, \ldots$ be a reversible Markov chain with a stationary distribution $\pi$, and suppose the states of $\mathcal{M}$ have real-valued labels. If $X_{0} \sim \pi$, then for any fixed $k$, the probability that the label of $X_{0}$ is an $\varepsilon$-outlier from among the list of labels observed in the trajectory $X_{0}, X_{1}, X_{2}, \ldots, X_{k}$ is, at most, $\sqrt{2 \varepsilon}$.

We emphasize that Theorem 1.1 makes no assumptions on the structure of the Markov chain beyond reversibility. In particular, it applies even if the chain is not irreducible (in other words, even if the state space is not connected), although in this case, the chain will never mix.

In Detecting Bias in Political Districting, we apply the test to Markov chains generating random political districting for which no results on rapid mixing exist. In particular, we show that, for various simple choices of constraints on what constitutes a "valid" Congressional districting (e.g., that the districts are contiguous and satisfy certain geometric constraints), the current Congressional districting of Pennsylvania is significantly biased under the null hypothesis of a districting chosen at random from the set of valid districting. (We obtain $p$ values between $\approx 2.5 \cdot 10^{-4}$ and $\approx 8.1 \cdot 10^{-7}$ for the constraints that we considered.)

One hypothetical application of the $\sqrt{\varepsilon}$ test is the possibility of rigorously showing that a chain is not mixed. In particular, suppose that Research Group 1 has run a reversible Markov chain


Fig. 1. This schematic illustrates a region of a potentially much larger Markov chain with a very simple structure; from each state seen here, a jump is made with equal probability to each of four neighboring states. Colors from green to pink represent labels from small to large, respectively. It is impossible to know from this local region alone whether the highlighted green state has unusually small label in this chain overall. However, to an unusual degree, this state is a local outlier. The $\sqrt{\varepsilon}$ test is based on the fact that no reversible Markov chain can have too many local outliers.
for $n_{1}$ steps and believes that this was sufficient to mix the chain. Research Group 2 runs the chain for another $n_{2}$ steps, producing a trajectory of total length $n_{1}+n_{2}$, and notices that a property of interest changes in these $n_{2}$ additional steps. Heuristically, this observation suggests that $n_{1}$ steps were not sufficient to mix the chain, and the $\sqrt{\varepsilon}$ test quantifies this reasoning rigorously. For this application, however, we must allow $X_{0}$ to be distributed not exactly as the stationary distribution $\pi$ but as some distribution $\pi^{\prime}$ with total variation distance to $\pi$ that is small, as is the scenario for a "mixed" Markov chain. In SI Text, we give a version of Theorem 1.1, which applies in this scenario.

One area of research related to this manuscript concerns methods for perfect sampling from Markov chains. Beginning with the Coupling from the Past (CFTP) algorithm of Propp and Wilson $(7,8)$ and several extensions $(9,10)$, these techniques are designed to allow sampling of states exactly from the stationary distribution $\pi$ without having rigorous bounds on the mixing time of the chain. Compared with the $\sqrt{\varepsilon}$ test, perfect sampling techniques have the disadvantages that they require the Markov chain to possess a certain structure for the method to be implementable and that the time that it takes to generate each perfect sample is unbounded. Moreover, although perfect sampling methods do not require rigorous bounds on mixing times to work, they will not run efficiently on a slowly mixing chain. The point is that for a chain that has the right structure and that actually mixes quickly (despite an absence of a rigorous bound on the mixing time), algorithms like CFTP can be used to rigorously generate perfect samples. However, the $\sqrt{\varepsilon}$ test applies to any reversible Markov chain, regardless of the structure, and has running time $k$ chosen by the user. Importantly, it is quite possible that the test can detect bias in a sample even when $k$ is much smaller than the mixing time of the chain, which seems to be the case in the districting example discussed in Detecting Bias in Political Districting. Of course, unlike perfect sampling methods, the $\sqrt{\varepsilon}$ test can only be used to show that a given sample is not chosen from $\pi$; it does not give a way for generating samples from $\pi$.

## Definitions

We remind the reader that a Markov chain is a discrete time random process; at each step, the chain jumps to a new state, which only depends on the previous state. Formally, a Markov chain $\mathcal{M}$ on a state space $\Sigma$ is a sequence $\mathcal{M}=X_{0}, X_{1}, X_{2}, \ldots$ of random variables taking values in $\Sigma$ (which correspond to states that may be occupied at each step), such that, for any $\sigma, \sigma_{0}, \ldots, \sigma_{n-1} \in \Sigma$,

$$
\begin{array}{r}
\operatorname{Pr}\left(X_{n}=\sigma \mid X_{0}=\sigma_{0}, X_{1}=\sigma_{1}, \ldots, X_{n-1}=\sigma_{n-1}\right) \\
=\operatorname{Pr}\left(X_{1}=\sigma \mid X_{0}=\sigma_{n-1}\right)
\end{array}
$$

Note that a Markov chain is completely described by the distribution of $X_{0}$ and the transition probabilities $\operatorname{Pr}\left(X_{1}=\sigma_{1} \mid X_{0}=\sigma_{0}\right)$ for all pairs $\sigma_{0}, \sigma_{1} \in \Sigma$. Terminology is often abused, so that the Markov chain refers only to the ensemble of transition probabilities, regardless of the choice of distribution for $X_{0}$.

With this abuse of terminology, a stationary distribution for the Markov chain is a distribution $\pi$, such that $X_{0} \sim \pi$ implies that $X_{1} \sim \pi$ and therefore, that $X_{i} \sim \pi$ for all $i$. When the distribution of $X_{0}$ is a stationary distribution, the Markov chain $X_{0}, X_{1}, \ldots$ is said to be stationary. A stationary chain is said to be reversible if, for all $i, k$, the sequence of random variables $\left(X_{i}, X_{i+1}, \ldots, X_{i+k}\right)$ is identical in distribution to the sequence $\left(X_{i+k}, X_{i+k-1}, \ldots, X_{i}\right)$. Finally, a chain is reducible if there is a pair of states $\sigma_{0}, \sigma_{1}$, such that $\sigma_{1}$ is inaccessible from $\sigma_{0}$ via legal transitions and irreducible otherwise.

A simple example of a Markov chain is a random walk on a directed graph beginning from an initial vertex $X_{0}$ chosen from some distribution. Here, $\Sigma$ is the vertex set of the directed graph. If we are allowed to label the directed edges with positive reals
and if the probability of traveling along an arc is proportional to the label of the arc (among those leaving the present vertex), then any Markov chain has such a representation, because the transition probability $\operatorname{Pr}\left(X_{1}=\sigma_{1} \mid X_{0}=\sigma_{0}\right)$ can be taken as the label of the arc from $\sigma_{0}$ to $\sigma_{1}$. Finally, if the graph is undirected, the corresponding Markov chain is reversible.

## Detecting Bias in Political Districting

A central feature of American democracy is the selection of Congressional districts in which local elections are held to directly elect national representatives. Because a separate election is held in each district, the proportions of party affiliations of the slate of representatives elected in a state do not always match the proportions of statewide votes cast for each party. In practice, large deviations from this seemingly desirable target do occur.

Various tests have been proposed to detect "gerrymandering" of districting, in which a district is drawn in such a way as to bias the resulting slate of representatives toward one party, which can be accomplished by concentrating voters of the unfavored party in a few districts. One class of methods to detect gerrymandering concerns heuristic "smell tests," which judge whether districting seems generally reasonable in its statistical properties $(11,12)$. For example, such tests may frown on districting in which difference between the mean and median votes on district by district basis is unusually large (13).

The simplest statistical smell test, of course, is whether the party affiliation of the elected slate of representatives is close in proportion to the party affiliations of votes for representatives. Many states have failed this simple test spectacularly, such as in Pennsylvania; in 2012, $48.77 \%$ of votes were cast for Republican representatives and $50.20 \%$ of votes were cast for Democrat representatives in an election that resulted in a slate of 13 Republican representatives and 5 Democrat representatives.
Heuristic statistical tests such as these all suffer from lack of rigor, however, because of the fact that the statistical properties of "typical" districting are not rigorously characterized. For example, it has been shown (14) that Democrats may be at a natural disadvantage when drawing electoral maps, even when no bias is at play, because Democrat voters are often highly geographically concentrated in urban areas. Particularly problematic is that the degree of geographic clustering of partisans is highly variable from state to state: what looks like gerrymandered districting in one state may be a natural consequence of geography in another.
Some work has been done in which the properties of valid districting are defined (which may be required to have roughly equal populations among districts, districts with reasonable boundaries, etc.), so that the characteristics of a given districting can be compared with what would be typical for valid districting of the state in question, by using computers to generate random districting $(15,16)$; there is discussion of this in ref. 13. However, much of this work has relied on heuristic sampling procedures,
which do not have the property of selecting districting with equal probability (and more generally, distributions that are not wellcharacterized), undermining rigorous statistical claims about the properties of typical districts.

In an attempt to establish a rigorous framework for this kind of approach, several groups (17-19) have used Markov chains to sample random valid districting for the purpose of such comparisons. Like many other applications of real-world Markov chains, however, these methods suffer from the completely unknown mixing time of the chains in question. Indeed, no work has even established that the Markov chains are irreducible (in the case of districting, irreducibility means that any valid districting can be reached from any other by a legal sequence of steps), even if valid districting was only required to consist of contiguous districts of roughly equal populations. Additionally, indeed, for very restrictive notions of what constitutes valid districting, irreducibility certainly fails.

As a straightforward application of the $\sqrt{\varepsilon}$ test, we can achieve rigorous $p$ values in Markov models of political districting, despite the lack of bounds on mixing times of the chains. In particular, for all choices of the constraints on valid districting that we tested, the $\sqrt{\varepsilon}$ test showed that the current Congressional districting of Pennsylvania is an outlier at significance thresholds ranging from $p \approx 2.5 \cdot 10^{-4}$ to $p \approx 8.1 \cdot 10^{-7}$. Detailed results of these runs are in SI Text.

A key advantage of the Markov chain approach to gerrymandering is that it rests on a rigorous framework, namely comparing the actual districting of a state with typical (i.e., random) districting from a well-defined set of valid districting. The rigor of the approach thus depends on the availability of a precise definition of what constitutes valid districting; in principle and in practice, the best choice of definition is a legal question. Although some work on Markov chains for redistricting (in particular, ref. 19) has aimed to account for complex constraints on valid districting, our main goal in this manuscript is to illustrate the application of the $\sqrt{\varepsilon}$ test. In particular, we have erred on the side of using relatively simple sets of constraints on valid districting in our Markov chains, while checking that our significance results are not highly sensitive to the parameters that we use. However, our test immediately gives a way of putting the work, such as that in ref. 19, on a rigorous statistical footing.

The full description of the Markov chain that we use in this work is given in SI Text, but its basic structure is as follows: Pennsylvania is divided into roughly 9,000 census blocks. (These blocks can be seen on close inspection of Fig. 2.) We define a division of these blocks into 18 districts to be a valid districting of Pennsylvania if districts differ in population by less than $2 \%$, are contiguous, are simply connected (districts do not contain holes), and are "compact" in ways that we discuss in SI Text; roughly, this final condition prohibits districts with extremely contorted structure. The state space of the Markov chain is the set of valid districting of the state, and one step of the Markov chain


Fig. 2. (Left) The current districting of Pennsylvania. (Right) Districting produced by the Markov chain after ${ }^{40}$ steps. (Detailed parameters for this run are given in SI Text.)
consists of randomly swapping a precinct on the boundary of a district to a neighboring district if the result is still a valid districting. As we discuss in SI Text, the chain is adjusted slightly to ensure that the uniform distribution on valid districting is indeed a stationary distribution for the chain. Observe that this Markov chain has a potentially huge state space; if the only constraint on valid districting was that the districts have roughly equal population, there would be $10^{10000}$ or so valid districtings. Although contiguity and especially, compactness are severe restrictions that will decrease this number substantially, it seems difficult to compute effective upper bounds on the number of resulting valid districtings, and certainly, it is still enormous. Impressively, these considerations are all immaterial to our very general method.

Applying the $\sqrt{\varepsilon}$ test involves the choice of a label function $\omega(\sigma)$, which assigns a real number to each districting. We have conducted runs using two label functions: $\omega_{\text {var }}$ is the (negative) variance of the proportion of Democrats in each district of the districting (as measured by 2012 presidential votes), and $\omega_{M M}$ is the difference between the median and mean of the proportions of Democrats in each district; $\omega_{M M}$ is motivated by the fact that this metric has a long history of use in gerrymandering and is directly tied to the goals of gerrymandering, whereas the use of the variance is motivated by the fact that it can change quickly with small changes in districtings. These two choices are discussed further in SI Text, but an important point is that our use of these label functions is not based on an assumption that small values of $\omega_{\mathrm{var}}$ or $\omega_{\mathrm{MM}}$ directly imply gerrymandering. Instead, because Theorem 1.1 is valid for any fixed label function, these labels are tools used to show significance, which are chosen because they are simple and natural functions on vectors that can be quickly computed, seem likely to be different for typical versus gerrymandered districtings, and have the potential to change relatively quickly with small changes in districtings. For the various notions of valid districtings that we considered, the $\sqrt{\varepsilon}$ test showed significance at $p$ values in the range from $10^{-4}$ to $10^{-5}$ for the $\omega_{M M}$ label function and the range from $10^{-4}$ to $10^{-7}$ for the $\omega_{\text {var }}$ label function (see Fig. S1 and Table S1).

As noted earlier, the $\sqrt{\varepsilon}$ test can easily be used with more complicated Markov chains that capture more intricate definitions of the set of valid districtings. For example, the current districting of Pennsylvania splits fewer rural counties than the districting in Fig. 2, Right, and the number of county splits is one of many metrics for valid districtings considered by the Markov chains developed in ref. 19. Indeed, our test will be of particular value in cases where complex notions of what constitute valid districting slow the chain to make the heuristic mixing assumption particularly questionable. Regarding mixing time, even our chain with relatively weak constraints on the districtings (and very fast running time in implementation) seems to mix too slowly to sample $\pi$, even heuristically; in Fig. 2, we see that several districts still seem to have not left their general position from the initial districting, even after $2^{40}$ steps.

On the same note, it should also be kept in mind that, although our result gives a method to rigorously disprove that a given districting is unbiased-e.g., to show that the districting is unusual among districtings $X_{0}$ distributed according to the stationary distribution $\pi$-it does so without giving a method to sample from the stationary distribution. In particular, our method cannot answer the question of how many seats Republicans and Democrats should have in a typical districting of Pennsylvania, because we are still not mixing the chain. Instead, Theorem 1.1 has given us a way to disprove $X_{0} \sim \pi$ without sampling $\pi$.

## Proof of Theorem 1.1

We let $\pi$ denote any stationary distribution for $\mathcal{M}$ and suppose that the initial state $X_{0}$ is distributed as $X_{0} \sim \pi$, so that in fact,
$X_{i} \sim \pi$ for all $i$. We say $\sigma_{j}$ is $\ell$-small among $\sigma_{0}, \ldots, \sigma_{k}$ if there are, at most, $\ell$ indices $i \neq j$ among $0, \ldots, k$, such that the label of $\sigma_{i}$ is, at most, the label of $\sigma_{j}$. In particular, $\sigma_{j}$ is 0 -small among $\sigma_{0}, \sigma_{1}, \ldots, \sigma_{k}$ when its label is the unique minimum label, and we encourage readers to focus on this $\ell=0$ case in their first reading of the proof.

For $0 \leq j \leq k$, we define

$$
\rho_{j, \ell}^{k}:=\operatorname{Pr}\left(X_{j} \text { is } \ell \text {-small among } X_{0}, \ldots, X_{k}\right)
$$

$$
\rho_{j, \ell}^{k}(\sigma):=\operatorname{Pr}\left(X_{j} \text { is } \ell \text {-small among } X_{0}, \ldots, X_{k} \mid X_{j}=\sigma\right)
$$

Observe that, because $X_{s} \sim \pi$ for all $s$, we also have that

$$
\begin{align*}
& \rho_{j, \ell}^{k}(\sigma)= \\
& \quad \operatorname{Pr}\left(X_{s+j} \text { is } \ell \text {-small among } X_{s}, \ldots, X_{s+k} \mid X_{s+j}=\sigma\right) \tag{1}
\end{align*}
$$

We begin by noting two easy facts.

## Observation 4.1.

$$
\rho_{j, \ell}^{k}(\sigma)=\rho_{k-j, \ell}^{k}(\sigma)
$$

Proof. Because $\mathcal{M}=X_{0}, X_{1}, \ldots$ is stationary and reversible, the probability that $\left(X_{0}, \ldots, X_{k}\right)=\left(\sigma_{0}, \ldots, \sigma_{k}\right)$ is equal to the probability that $\left(X_{0}, \ldots, X_{k}\right)=\left(\sigma_{k}, \ldots, \sigma_{0}\right)$ for any fixed sequence $\left(\sigma_{0}, \ldots, \sigma_{k}\right)$. Thus, any sequence $\left(\sigma_{0}, \ldots, \sigma_{k}\right)$ for which $\sigma_{j}=\sigma$ and $\sigma_{j}$ is a $\ell$-small corresponds to an equiprobable sequence $\left(\sigma_{k}, \ldots, \sigma_{0}\right)$, for which $\sigma_{k-j}=\sigma$ and $\sigma_{k-j}$ is $\ell$-small.

## Observation 4.2

$$
\rho_{j, 2 \ell}^{k}(\sigma) \geq \rho_{j, \ell}^{j}(\sigma) \cdot \rho_{0, \ell}^{k-j}(\sigma)
$$

Proof. Consider the events that $X_{j}$ is an $\ell$-small among $X_{0}, \ldots, X_{j}$ and among $X_{j}, \ldots, X_{k}$. These events are conditionally independent when conditioning on the value of $X_{j}=\sigma$, and $\rho_{j, \ell}^{j}(\sigma)$ gives the probability of the first of these events, whereas applying Eq. 1 with $s=j$ gives that $\rho_{0, \ell}^{k-j}(\sigma)$ gives the probability of the second event.

Finally, when both of these events happen, we have that $X_{j}$ is $2 \ell$-small among $X_{0}, \ldots, X_{k}$.

We can now deduce that

$$
\begin{align*}
\rho_{j, 2 \ell}^{k}(\sigma) & \geq \rho_{j, \ell}^{j}(\sigma) \cdot \rho_{0, \ell}^{k-j}(\sigma)=\rho_{0, \ell}^{j}(\sigma) \cdot \rho_{0, \ell}^{k-j}(\sigma) \\
& \geq\left(\rho_{0, \ell}^{k}(\sigma)\right)^{2} . \tag{2}
\end{align*}
$$

Indeed, the first inequality follows from Observation 4.2, the equality follows from Observation 4.1 , and the final inequality follows from the fact that $\rho_{j, \ell}^{k}(\sigma)$ is monotone nonincreasing in $k$ for fixed $j, \ell, \sigma$.

Observe now that $\rho_{j, \ell}^{k}=E \rho_{j, \ell}^{k}\left(X_{j}\right)$, where the expectation is taken over the random choice of $X_{j} \sim \pi$.

Thus, taking expectations in Eq. 2, we find that

$$
\begin{align*}
\rho_{j, 2 \ell}^{k} & =\mathbf{E} \rho_{j, 2 \ell}^{k}(\sigma) \geq \mathbf{E}\left(\left(\rho_{0, \ell}^{k}(\sigma)\right)^{2}\right) \\
& \geq\left(\mathbf{E} \rho_{0, \ell}^{k}(\sigma)\right)^{2}=\left(\rho_{0, \ell}^{k}\right)^{2} \tag{3}
\end{align*}
$$

where the second of the two inequalities is the Cauchy-Schwartz inequality.

For the final step in the proof, we sum the left- and right-hand sides of Eq. 3 to obtain

$$
\sum_{j=0}^{k} \rho_{j, 2 \ell}^{k} \geq(k+1)\left(\rho_{0, \ell}^{k}\right)^{2}
$$

If we let $\xi_{j}(0 \leq i \leq k)$ be the indicator variable that is one whenever $X_{j}$ is $2 \ell$-small among $X_{0}, \ldots, X_{k}$, then $\sum_{j=0}^{k} \xi_{j}$ is the number of $2 \ell$-small terms, which is always, at most, $2 \ell+1$. Therefore, linearity of expectation gives that

$$
\begin{equation*}
2 \ell+1 \geq(k+1)\left(\rho_{0, \ell}^{k}\right)^{2} \tag{4}
\end{equation*}
$$

giving that

$$
\begin{equation*}
\rho_{0, \ell}^{k} \leq \sqrt{\frac{2 \ell+1}{k+1}} \tag{5}
\end{equation*}
$$
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## 1 Introduction

I am a Professor of Mathematics and Statistical Science at Duke University. My degrees are from the North Carolina School of Science and Math (High School Diploma), Yale University (B.S.), and Princeton University (Ph.D.). I grew up in Charlotte, North Carolina and currently live in Durham, North Carolina.

I lead a group at Duke University which conducts non-partisan research to understand and quantify gerrymandering. This report grows out of aspects of our group's work around the current North Carolina legislative districts which are relevant to the case being filed.

I previously submitted an expert report in Common Cause v. Rucho, No. 18-CV-1026 (M.D.N.C.), Diamond v. Torres, No. 17-CV-5054 (E.D. Pa.), Common Cause v. Lewis (N.C. Sup. Ct No. 18-cvs-014001), and Harper v. Lewis (No. 19-cv-012667) and was an expert witness for the plaintiffs in Common Cause v Rucho and Common Cause v. Lewis. I am being paid at a rate of $\$ 400 /$ per hour for the work on this case. Much of the work derives from an independent research effort, unrelated to this lawsuit, to understand gerrymandering nationally and in North Carolina specifically. Much of the core analysis described in this report was previously released publicly as part of a non-partisan effort to inform the discussion around the redistricting process.

## 2 General Overview

I was asked in this case to analyze whether the enacted Congressional, state House, and state Senate redistricting plans for North Carolina were drawn intentionally for partisan advantage. In summary, to conduct our analysis, we used historic voting data to compare election results under the enacted plans with elections results under a collection of non-partisan maps generated using Markov Chain Monte Carlo methods, referred to throughout this report as an "ensemble." No partisan information is used to construct this ensemble of maps; only the generally accepted districting criteria of approximately equal population per district, contiguous and relatively compact districts, reducing traversals, and keeping counties, precincts, and possibly municipalities whole. One strength of the ensemble method is that it makes no assumptions in advance about what structure an election should have such as a relation to proportional representation or some type of symmetry considerations. Rather it shows what results would naturally occur, and the structure of those results, because of political geography of the state when non-partisan maps are used. We examine both the number of seats that would have been won under these vote counts, along with the expected margins of victory.

We see that each of the enacted plans is an extreme outlier with respect to its partisan properties in comparison to the ensemble. The Congressional, House, and Senate plans each systematically favor the Republican Party to an extent which is rarely, if ever, seen in the non-partisan collection of maps. Under many historic elections considered, each of the enacted maps elects significantly fewer Democrats than the typical number of Democrats found in the collection of maps. Specifically, the enacted Congressional plan produces 10 Republican seats and 4 Democratic seats across a wide range of historic elections, spanning roughly a 6-point differential in the statewide two-party vote share. In other words, Republicans win 10 congressional seats despite large shifts in the statewide vote fraction and across a variety of election structures. Over
the statewide vote Democratic partisan vote range of $46.59 \%$ to $52.32 \%$, the enacted map only twice changes the number of Republicans elected. The outcome of the election is largely stuck at 4 Democrats. Our non-partisan ensemble plans, by contrast, are far more responsive to changes in the election structure and the statewide vote fraction.

Under the enacted Senate and House plans, at times the Democratic Party is either denied a majority of seats or denied breaking a Republican supermajority when the overwhelming majority of maps in our ensemble would have resulted in either a Democratic majority or a simple Republican majority. In the Senate, we find instances in which the Republicans would have gained a supermajority under the enacted plan, but would have lost a supermajority in nearly every map in our collection. In the House, we find instances in which the Republicans won the supermajority of seats under the enacted plan but they would have not won the supermajority in the majority of maps in our collection.

In the House and Senate plans, the extreme statewide tilt towards the Republican Party is the result of a significant number of truly independent choices at the level of the county-clusters into which the state is divided. The chance of making so many independent choices which bias the results towards the Republican Party unintentionally, without corresponding choices favoring the Democratic party, is astronomically small.

In addition to this systematic bias towards the Republican Party which when aggregated produces highly atypical results, the enacted House and Senate plans also have highly atypical results in a number of county clusters even when viewed alone. Beyond often creating atypical results in terms of the number of seats won in a given cluster, our results also show a durability in the results in certain clusters under the enacted plans. By durable, we mean that the results remain atypically unchanged over a wide range of elections. This unresponsiveness to changes in vote counts is another problematic feature revealed by our analysis of the enacted plans.

Our analysis show that each of the three enacted plans is an extreme gerrymander over a range of voter behavior seen historically in North Carolina. The effect of these extreme gerrymanders is to prevent the Democrats from winning as many seats in Congress, the House, and the Senate as they would have had the maps been drawn in a neutral way without political considerations. In many cases, the enacted maps reduce the extent to which the results of an election respond to the changing options of the electorate as expressed at the ballot box.

## 3 Discussion on Interpreting The Ensemble Method

### 3.1 The Political Geography

In redistricting conversations, there are often discussions of the urban versus rural divide and natural packing. These points demonstrate the need for a methodology that accounts for this political geography; ensemble methods precisely capture it. The distribution on redistricting plans can distinguish between typical plans and atypical plans. This determination is fundamentally informed by the geometry of the state, its political geography, and the spatial structure of the elections used to probe the redistricting plan.

The fundamental power of the ensemble method is that it begins with a clear set of redistricting criteria as an input. It then creates a representative ensemble of redistricting plans which accounts for the geometry of the state and the geography of where people live and how they vote. Any collection of voting data can then be applied to this ensemble of restricting plans to obtain a collection of election results. The election results give a benchmark against which a particular redistricting may be compared under the same set of voting data. It is only the relative difference between the ensemble and the enacted plan which matters. Our ensemble of restricting plans naturally incorporates how nonpartisan redistricting criteria interact with the political geography and geometry of the state. It naturally adapts to natural packing in urban areas and other effects. It is capable of separating these natural effects from those of partisan gerrymandering. Because of this, this mode of analysis can separate bias that natural packing might induce from other effects.

Additionally, none of these analyses rely on any forms of partisan symmetry or ideas of proportional representation. The ensemble method does not impose any idea of fairness nor does it select for a particular seats-to-votes curve. Rather it illuminates what the result would have typically been had only the stated redistricting criteria been utilized. It is quite possible, and often happens, that the results from the ensemble method do not yield proportional representation and one party has a natural advantage relative to the statewide vote fraction. One can then use this natural advantage as a benchmark to detect when a particular plan is biased beyond the neutral standard the ensemble establishes.

### 3.2 Different Elections have Different Voting Patterns

Elections differ both in the statewide partisan vote fraction and the spatial patterns of voting across the state. Hence, it is not at all surprising that a given map can act differently under different voting patterns; even those that share the same statewide partisan vote fractions. For instance, a map could be designed to neutralize the effectiveness of a particular set of coalitions, and hence would only be a statistical outlier in elections when those coalitions are active.

On a number of occasions, we have seen maps that particularly show the effect of the Gerrymander when there is a danger that the majority or supermajority are lost. To better understand why this is natural, consider the following example. Let us assume that a region has three varieties of people who always vote as a block and are spatially contiguous. For definiteness, let us call them red, purple, and blue people. We will assume that red always vote for the red candidate and blue for the blue candidate. Sometimes the purple vote for the red candidate and sometimes for the blue candidate. Hence, sometimes red wins two seats, and sometimes three seats, depending on how the purple people vote. Let us assume that most redistricting plans that one would naturally draw (without knowing where the red, purple, and blue people lived) would produce 2 majority red districts, 2 majority blue districts, and one majority purple district. We will call these neutral plans. Now let us consider a plan which is carefully drawn so that the purple people are never a majority but rather the purple people are split such that there are three majority blue districts and two majority red. We will call this the gerrymandered plan.

Under the gerrymandered plan the red candidates always win two of the five seats, but never more. This is typical of elections where the purple people vote with the blue people. It is typical because the majority purple district in the neutral plans would vote for the blue candidate to elect three blue candidates. On the other hand, in elections where the purple people vote with the red people, the outcome would be highly atypical as the neutral maps would have always produced three red winners but the gerrymandered plan only produces two red winners. In summary, atypical maps may lead to a typical split of elected officials under some vote counts, but not under others. It is not unusual for gerrymandered maps to sometimes produce typical results.

### 3.3 Collected Seat Histograms and Uniform Swing Analysis

It is a misconception that a gerrymandered map will behave atypically under all different types of elections. Gerrymandered maps can behave atypically under some types of elections and typically under other types of elections. For example, a map may only become atypical when a party is in danger of losing the majority. We demonstrate this through a type of plot we call Collected Seat Histograms. The election data use can either be historical elections or data generated using a uniform swing hypothesis. ${ }^{1}$

In both cases, we plot the histograms tabulating the fraction of the ensemble maps which produce a particular number of Democratic seats under a particular choice of statewide votes (tabulated at the precinct level). We then collect these histograms on a single plot where they are arranged on the vertical axis according to their statewide vote fractions, with the most Republican at the bottom and the most Democratic at the top. On each of the individual histograms, we also place a mark corresponding to the number of seats the enacted map would produce using those votes. Using these plots, one can identify trends and types of elections were the enacted maps products outlier results. When considering the NC State House and Senate, we also place vertical lines on each plot to mark where the supermajorities are in effect and where the simple majority in the chamber changes hand.

In addition to using historical statewide votes to produce our Collected Seat Histograms, we also create a collection of Collected Seat Histograms built from a single historical vote which is shifted using the Uniform Swing Hypothesis to produce a collection of votes which preserve the relative voting pattern across the state while seeing the effect of shifting the partisan tilt of the election.

Both kinds of Collected Seat Histograms are effective at identifying maps that are non-responsive to changing voter opinions or under-respond to those changes. A district map that results in different representation when the number of votes for a particular party changes sufficiently is a minimal requirement of a democratic process that is responsive to the changing will of the people. The Collected Seat Histograms can be used to determine the level of responsiveness to changes in the votes one should expect of the maps that were drawn without a partisan bias. The Rank Ordered Boxplots in the next section can help illuminate the structure of the map which is responsible for any systematic bias or lack of responsiveness relative to the nonpartisan benchmark embodied in the ensemble.

[^24]
### 3.4 Structure of Maps and Rank-Ordered Marginal Boxplots and Histograms

While the partisan seat count is clearly a quantity of interest, it can be less effective at illuminating the structure of a map that also explores how the elections are won. To this end, we introduce the Rank-Ordered Marginal Boxplots and Histograms. These are formed by considering the partisan vote fraction for one of the political parties (say the Democrats, or equally the Republicans) in each of the districts for a given redistricting plan. These marginal vote fractions are then ordered from smallest to largest, that is to say; from most Republican district to most Democratic district. These ordered numbers are then tabulated over all of the plans in the ensemble.

The Rank-Ordered Marginal Boxplots plot the typical range of the most Republican district to most Democratic district. Ranges are represented by box-plots. In these box-plots, $50 \%$ of all plans have corresponding ranked districts that lie within the box; the median is given by the line within the box; the ticks mark the $2.5 \%, 10 \%, 90 \%$ and $97.5 \%$ quartiles; the extent of the lines outside of the boxes represent the range of results observed in the ensemble. The number of boxes is the same as the number of seats. That is 120 seats for the NC House, 50 seats for the NC Senate, and 14 seats for the NC Congressional Delegation. Any box that lies above the $50 \%$ line on the vertical axis will elect (or typically elect) a Democrat; any box that lies below the $50 \%$ line will elect (or typically elect) a Republican.

We take the enacted plan with each set of votes and plot the ordered district returns over the box plots. If the districts of an enacted plan lie either far above or far below the ensemble at a particular ranking, this can indicate that the district was either packed or cracked to provide an atypical result.

## 4 State Legislature

Using historic voting data, we compare election results under the enacted districting plans for the North Carolina House and North Carolina Senate with election results under a collection of non-partisan maps. One strength of this method is that it makes no assumptions in advance about what structure an election should have such as a relation to proportional representation or some type of symmetry considerations. We examine both the number of seats that would have been won under these vote counts, along with the expected margins of victory.

### 4.1 State Legislature: Overview of Findings

### 4.2 State Legislature: Overview of Method

We generate a collection of alternative restricting maps using Markov Chain Monte Carlo methods, and used this collection to characterize what would be expected if only non-partisan redistricting criteria where used. We have described this method in detail in our academic work. See $[7,3,8,10,1,2]$. (References in this report to numbers in brackets are to articles cited in a numbered bibliography at the end of this report). No partisan information is used to construct this ensemble of maps; only the generally accepted districting criteria of approximately equal population per district, contiguous and relatively compact districts, reducing traversals, and keeping counties, precincts, and municipalities whole.

For both the NC House and NC Senate, we generate a Primary Ensemble whose non-partisan properties are close to those of the enacted plan. Because of this, we sometimes label this plan as the Matched Ensemble. For both the NC Senate and NC House, we produce a Secondary Ensemble which makes different policy choices concerning the preservation of municipalities. In a third ensemble built, we also consider the pairing of incumbents.

The ensembles are generated by using the Metropolis-Hasting Markov Chain Monte Carlo Algorithm in a parallel tempering framework which employs proposal from the Multiscale Forest RECOM algorithm [2, 1] and the single-node flip algorithm [7]. Using these proposals, the Metropolis-Hasting algorithm is then used to produce samples from the desired policyinformed, non-partisan distribution on redistrictings; such algorithms are widely accepted for sampling high-dimensional distributions. The Markov Chain Monte Carlo and Metropolis-Hasting algorithms are a cornerstone of modern computational statistics, protein folding and drug discovery, and weather prediction. They date back to at least the Manhattan Project in Los Alamos are used in a huge range of mathematical and statistical applications.

The distributions we use are defined to be concentrated on districting plans that contain districts near the ideal district population based on the one-person-one-vote principle (including the $5 \%$ population deviation acceptable for legislative districts). They are also designed to produce contiguous districts that are relatively compact and to reduce the number of counties and, in some cases, the number of people split out of a municipality. For the Primary Ensemble, the distribution on redistricting plans is tuned so that these non-partisan qualities, including the number of counties, municipalities, and precincts which are split, are similar to the enacted plan. We also respect the county-clustering requirement for State Legislative maps.

We will see that the enacted NC Senate preserves municipalities to a high degree; in a way consistent with the most municipality preserving distributions we could produce. Hence, we also provide a Secondary Ensemble for the NC Senate which does not explicitly preserve municipalities (thought compactness and the county preservation lead to a degree of municipality preservation.) It coincides with the primary ensemble properties in other resects.

For the NC house, we will see that the enacted plan is not as stringent in its municipality preservation, and that respecting the other criteria could naturally create many plans that better preserve municipalities than the enacted plan. Since we have tuned our primary ensemble to match the level of municipality preservation in the enacted plan, which include a Secondary Ensemble for the NC house we is better at preserving municipalities.

As the guidance from the legislature at the start of the redistricting process stated that one "may consider municipality preservation" (in contrast to other directives which were not optional), all four of these ensembles meet the guidance given by the legislature. As already mentioned, we also provide a third ensemble for both the NC house and NC Senate which is derived from the primary ensemble, but considers the double-bunking of incumbents.

In all cases using the Metropolis-Hasting Markov Chain Monte Carlo Algorithm, we can produce a mathematically representative sample of the redistricting plans that comply with the criteria described.

### 4.3 County Clusters for State Legislature

In Stephenson v. Bartlett, 562 S.E.2d 377 (N.C. 2002), the North Carolina Supreme Court ruled that North Carolina's state legislative districts should be clustered into groups of counties and that no district should cross between two of the "county clusters." As part of our non-partisan work concerning redistricting, we implemented the algorithmic part of the Stephenson Ruling in a publicly available open-source piece of software [4]. We used this computer software to produce the county clusterings used in this report. The resulting clusterings were described in our publicly released report which can be found here [5]. We understand that the NC Legislature also used this report to determine the possible clusterings. In any case, the clusterings we found coincide with those discussed by the legislature.

There is not a unique choice of statewide clustering. Rather there are parts of the state which can only be clustered in one way, while there are two ways to cluster the counties in other regions. In the state Senate, there are 17 clusters containing 36 of the 50 districts that are fixed based on determining optimal county clusters. These are represented by the color county groupings in Figure 4.3.1. The white numbers annotating each county clustering give the number of districts that the county cluster should contain. Ten of these clusters contain one district, meaning that ten of the 50 senate districts are fixed by the county clusters. The remaining county clusters must be further subdivided into legislative districts. The remaining 14 counties, shown in gray on the map in Figure 4.3.1 are distributed among four groups, each containing two clustering options. Following the nomenclature in [5], we will label the cluster groups by the letters A, B, C, and D. Each group consists of two different possible clusterings which we will label with the numbers 1 and 2 . Thus, the first choice in cluster A is labeled A1, and the second choice A2. A complete choice of county clusters then consists of one choice from the A group, the B group, the C group, and the D group.

Similarly, in the NC State House, there are 33 clusters containing 107 of the 120 districts that are fixed based on determining optimal county clusters. These are represented by the color county groupings in Figure 4.3.2. Again, the white numbers annotating each county clustering give the number of districts that the county cluster should contain. Eleven of these clusters contain one district, meaning that eleven of the 120 house districts are fixed by the clustering process. The remaining clusters (shown in gray) are separated into three groups each containing two clustering options. As before, the groups will be demoted by the letters A, B, and C with each of the two options in each group labeled with the numbers 1 or 2.

More details can be found in [5] and [4]. It should be noted that the algorithm used to produce these clusterings only implements the algorithmic portion of the Stephenson v. Bartlett. In particular, it does not address any compliance with the Voting Rights Act.


Figure 4.3.1: Senate


Figure 4.3.2: House

### 4.4 State Legislature: Ensemble Overview

We now give more details on the different distributions already sketched in Section 4.2. They represent different distributions that emphasize different policies consistent with the Legislature's guidance and historical presidents. All the distributions from which we build our ensembles respect the county clusters we derived in [6] by algorithmically implementing the ruling Stephenson v. Bartlett, 562 S.E.2d 377 (N.C. 2002). That is to say in both the State House and State Senate, the state is segmented into groups of counties referred to as county clusters so that the population of each county cluster can be divided into a number of districts each with a population within $5 \%$ of the ideal district population. The county clusters are different for the State House and State Senate as the number of districts, and hence the ideal district populations, are different. Each district is constrained to lay entirely within one county cluster.

Beyond the county cluster requirement all of our primary and secondary ensembles for both chambers also satisfy the following constraints:

- The maps minimize the number of split counties. The 2021 redistricting criteria state that "Within county groupings, county lines shall not be traversed except as authorized by Stephenson I, Stephenson II, Dickson I, and Dickson II."
- Districts traverse counties as few times as possible.
- All districts are required to consist of one contiguous region.
- Except for two exceptions, the deviation of the total population in any district is within $5 \%$ of the ideal district population. The two special cases are explained in Section 7.2.
- Voting tabulation districts (i.e. VTDs or precincts) are not split (see again the two exceptions with population deviation in Section 7.2)
- Compactness: The distributions on redistricting plans are constructed so that a plan with a larger total isoperimetric ratio is less likely than those with a lower total isoperimetric ratio. (See Section 7.2 and 8.1 for a definition of the isoperimetric ratio.) The total isoperimetric ratio of a redistricting plan is simply the sum of the isoperimetric ratios over each district. The isoperimetric ratio is the reciprocal of the Polsby-Poper score; hence, smaller isoperimetric ratio corresponds to larger Polsby-Poper scores. The General Assembly stated in its guidance that the plans should be compact according to the Polsby-Popper score or the Reock score [9]. We have found that while the Reock is useful when comparing two districts. However, the Polsby-Popper/isoperimetric score is a better measure when generating district computationally. In our previous work, we have seen that this choice did not qualitatively change our conclusions (see [7] and the expert report in Common Cause v. Rucho).
We tuned our primary ensemble so that compactness scores of the ensemble were comparable to those of the enacted plan. See Section 7, for plots showing the compactness scores.

Municipality Preservation: We now come to the property which distinguishes the Primary and Secondary ensembles. In both chambers of the NC Legislature, we tune the primary ensemble to match the level of municipalities preservation to those seen in the enacted plan. Since municipality preservation is concerned with keeping the voters of a particular municipality together as a block, we concentrate on the number of ousted voters. Ousted voters are those who have been removed from the districts which primarily contain the other members of the municipalities. We construct the ensemble to control the total number of ousted voters across the entire state. More details are given in Section 7.2. As already mentioned, we tune the Secondary ensembles differently for the two chambers. Since the Enacted Senate plan was at the lowest end of municipality splitting we observed, we have included a secondary ensemble in the Senate which did not explicitly consider municipality reservation. In the NC House, since the enacted plan did not preserve municipalities to the level we found possible, we included a secondary ensemble which better preserved municipalities.

Incumbency: The effect of incumbency are addressed in a subsequent section of this report.

### 4.5 Construction of Statewide Ensembles for State Legislature

Statewide ensembles are created by drawing samples from a number of "sub-ensembles." Because of the county cluster structure, we can sample each county cluster independently of the other county clusters. In the house, we sample the Wake and Mecklenburg county cluster groups separately from the rest of the state as they have many more precincts and districts. In the Senate, we sample the Wake county cluster independently since it must split precincts to achieve the 5\% population
balance. There are several regions of the state that have multiple options for county clusters and we sample each of the county clustering options separately. We then sample the remainder of the state together.

We combine these sub-ensembles by first choosing which of the county clustering options will be used, treating all options equally. With these fixed, we then choose a map from each of the other sub-ensembles and combine them to produce a statewide map. We used this procedure to create an ensemble of 100,000 maps. These ensembles of statewide maps were used to generate the various figures. This number was chosen as it proved to be sufficient for the statistics of the quantities of interest to have converged. That is to say that adding additional maps to the ensemble did not change the results. See Section 7.1 for more details on the sampling method.

### 4.6 Election Data Used in Analysis

The historic elections we consider are from the year 2016 and 2020. We only consider statewide elections. We will use the following abbreviations: AG for Attorney General, USS for United States Senate, CI for Commissioner of Insurance, LG for Lieutenant Governor, GV for Governor, TR for State Treasure, SST for Secretary of State, AD for State Auditor, CA for Commissioner of Agriculture, and PR for United States President. We add to these abbreviations the last two digits of the year of the election. Hence CI16 is the vote data from the Commissioner of Insurance election in 2016.

## 5 State Legislature: Main Statewide Analysis

Our analysis shows that the enacted plan for the NC State House is an extreme gerrymander over a wide range of voter behavior seen historically in NC. The effect of this extreme gerrymander is to prevent the Democrats from winning as many seat as they would have had the maps been drawn in a neutral way without political considerations. This gerrymander is achieved by packing Democrats in a number of the most Democratic districts while depleting them from those districts which typically change hands when the public changes its expressed political opinon through the vote. The effect is particularly strong in situations where the Democrats would typically reduce a Republican supermajority to a a simple majority. The enacted map often denies this transition. Similarly the enacted map again behaves in an anomalous fashion by under electing democrats when the typical maps would almost always give the Democrats the majority in the House. This extreme outlier behavior is reflected in the behavior we see at the individual cluster level.

The effect in the Senate is less pronounced. At the cluster level there are a number of strong and extreme outliers signaling extreme partisan gerrymandering. At the statewide level, the structure of the map shows it to be an extreme outlier in the fashion in which Democrats are packed in certain districts and depleted from others. The effect at the statewide level is mostly seen when the Republicans are in danger of losing the supermajority in the Senate. Over this range the anomalous packing and cracking of Democrats leads to a number of extreme outlier behaviors which result in the Republicans maintaining the supermajority when they typically would have lost it under a non-partisan map from the ensemble.

Additionally we see that the reason that the Senate map is typical in many situations stems from the choice to highly conserve municipalities. The municipality preservation is at the extreme end of what we have observed. In contrast, the municipality preservation in the house is less extreme as we can easily create an ensemble which preserves municipalities to a higher degree. For the Senate plan, relaxing the requirement to preserve municipalities leads to an ensemble that is more favorable to the Democrats, meaning that the enacted plan would be an extreme outlier in more situations. Put differently, prioritizing municipality preservation in the Senate plan appears to enable more maps that favor Republicans. By contrast, for the House plan, where the enacted map does not prioritize preserving municipalities, my analysis finds that such a prioritization would not have favored the Republican party.

### 5.1 NC State House

Figure 5.1.1 shows the distribution of Democratic seats elected under a number of historical elections which capture plausible voting patterns in North Carolina elections. The elections are arranged vertically by the statewide Democratic vote share, from most Republican at the bottom to the most Democratic at the top. The Democratic seats elected under each election by the enacted plan is marked with a yellow dot.

It is important to remember that the single number of statewide vote fraction is not sufficient to categorize an election. Elections with similar statewide vote fractions can have dramatically different seat counts since the votes can be concentrated differently geographically. An example of this is shown in Figure 5.1.8 which shows the Collected Seat Histograms for an ensemble that places more weight on preserving municipalities that the enacted plan or the primary ensemble. Notice that
the AG20 votes produce more democratic seats typically than either AG16 or GV16 even though the statewide vote fraction of AG20 is sandwiched between AG16 and GV16. (Recall the definitions of these abbreviations given in Section 4.6.)

Returning to Figure 5.1.1, we see that the enacted map is atypical in its favoring of the Republican party in every one of the elections considered and an outlier or extreme outlier in the vast majority of the elections. Additionally, the enacted plan is an extreme outlier when the Republicans are likely to lose either the Super-majority or control of the chamber. Observe that in the vast majority of plans in the primary ensemble (Figure 5.1.1) the votes in PR16, LG20 and CL20 produce a simple majority for the Republican party in the NC State House (and not a supermajority). Yet under the enacted plan, the Republican Party maintains the supermajority in all three cases.

Similarly, in a large number of the ensemble plans the Democrats hold the majority in the chamber under the voting patterns given by AD20, SST20, and GV20. (Under GV20 the Democrats have the majority most of the time, under AD20 roughly half the time and under SST roughly $75 \%$ of the time.) Yet, under the enacted plan the results are extreme outliers, giving the Republicans the majority with a safety margin of a few seats in all cases.


Figure 5.1.1: The Collected Seat Histogram for the Primary Ensemble on the NC House. The individual histograms give the frequency of the Democratic seat count for each of the statewide elections considered from the years 2016 and 2020. The histograms are organized vertically based on the statewide partisan vote fraction for each election. The more Republican elections are placed lower on the plot while more Democratic elections are placed higher. Three dotted lines denote the boundary between where the supermajorities and simple majorities are in force. The yellow dot represents the enacted plan.

As already observed, Figure 5.1.1 helps to identify the properties of the Enacted Map under different electoral environments. There is a clear trend as one moves to more Democratic elections, the atypical results (already tilted to toward

| - Ex. 4731 - |  |  |  |  |
| :--- | :---: | :---: | ---: | ---: |
| $\%$ Dem | Election | $\%$ Outlier | \# Outlier | \# Samples |
| $52.32 \%$ | GV20 | $0.118 \%$ | 118 | 100000 |
| $51.21 \%$ | SST20 | $0.000 \%$ | 0 | 100000 |
| $50.88 \%$ | AD20 | $0.007 \%$ | 7 | 100000 |
| $50.20 \%$ | AG16 | $0.451 \%$ | 451 | 100000 |
| $50.13 \%$ | AG20 | $0.005 \%$ | 5 | 100000 |
| $50.05 \%$ | GV16 | $0.399 \%$ | 399 | 100000 |
| $49.36 \%$ | PR20 | $0.007 \%$ | 7 | 100000 |
| $49.22 \%$ | CL20 | $0.759 \%$ | 759 | 100000 |
| $49.14 \%$ | USS20 | $0.012 \%$ | 12 | 100000 |
| $48.40 \%$ | LG20 | $0.009 \%$ | 9 | 100000 |
| $48.27 \%$ | CI20 | $0.461 \%$ | 461 | 100000 |
| $47.47 \%$ | TR20 | $5.569 \%$ | 5569 | 100000 |
| $46.98 \%$ | USS16 | $3.066 \%$ | 3066 | 100000 |
| $46.59 \%$ | LG16 | $11.778 \%$ | 11778 | 100000 |
| $46.15 \%$ | CA20 | $0.094 \%$ | 94 | 100000 |

Table 1: NC House Collected Seat Histogram Outlier Data. Starting from the left, the first column gives the statewide partisan makeup of the of the election under consideration whose abbreviation is given in the second column from the left. The right most column gives the total number of plans in the ensemble considered which is 100,000 . The second column from the right gives the number of those 100,000 plans which elect the same or less Democrats under the given election. These are the plans which are as much or more of an outlier than the enacted map. The middle column is the percentage of plans which are more or equal of an outlier. (It is calculated by dividing the 2 nd column from the right by 100,000 and multiplying by 100 to make a percentage.) The extremely low percentages in the middle column shows that the enacted plan is an extreme outlier across many different electoral settings.
the Republican party) in the more Republican elections in Figure 5.1.1 trend into extreme outliers as we shift to the more Democratic leaning elections.

To make the above table more quantitative, in Table 1 we tabulated the number of maps which produced the same or fewer seats for the Democrats in each of the elections we consider. We see that the enacted map is an extreme outlier. Across the vast majority of elections, the house map behaves as an extreme outlier in favor of the Republican party.

In the three elections where the results are not an extreme outlier (TR20, USS16, and LG16), the enacted plan is still atypically tilted to favor the Republican party. These three elections have a strong statewide Republican vote fraction. Hence, there is no need for a gerrymander as the Republicans have the needed votes to often keep a supermajority under even a typical map.

We will see in Figure 5.1.2 and 5.1.3 below that when these three elections are shifted (using the uniform swing hypothesis) to produce plausible voting fractions at a larger statewide Democratic vote fraction, then the results are also extreme outliers.

It is also worth noting that the bias in the enacted plan from what non-partisan map would produce systematically is the favor of the Republican party. Not once is the tilt even mildly in the favor of the Democrats.

To better control for other variation, we now include a number of Collected Seat Histograms built from a single election which has been shifted to create a sequence of elections with different statewide partisan vote fractions but the same spatial voting patern.

In Figures 5.1.2 and 5.1.3, we see that the same phenomena from Figure 5.1.1 is repeated again and again. As the vote share increases to the point where the primary ensemble for the NC House would typically break the Republicans supermajority, the enacted plan under elects Democrats to an extent which makes it an extreme outlier. This exceptional under-electing of Democrats persists past the point where almost all of the ensemble maps would have given the majority to the Democrats. In many cases the enacted map fails to respond to the shifting will of the electorate, leaving the control in the Republican hands. In addition to presenting these figures, we have also animated this affect with movies that have been submitted.

To better understand the structures responsible at the district level for the extreme outlier behavior seen in Table 2 and Figures5.2.1 to 5.2.2, we now turn to the rank-order-boxplots as described in Section 3.4. It is easy to see the abnormal structures of the enacted plan which are responsible for its extreme outlier behavior. The pattern revealed is one often seen in gerrymandered maps; namely packing and cracking. This refers to the depleting of one party from districts which typically would be competitive but often elect a representative from their party and instead place them in districts which were already overwhelmingly safe for either party. In Figures 5.1.4, 5.1.5, and 5.1.6, a version of this pattern is repeated. The number

- Ex. 4732 -
of Democrats seen in the districts which usually would be moderate in their partisan makeup has been decreased with a corresponding increase in the number of Democrats in the more Democratic districts where their presence has little effect on the election outcome. We give the specifics in the captions of each figure. We will see that this type of structure will be repeated in many of the individual clusters which are analyzed in Section 6.1. In addition to presenting these figures, we have also animated this affect with movies that have been submitted.


Figure 5.1.2: The individual histograms give the frequency of the Democratic seat count in the ensemble for each of the shown statewide elections, with a uniform swing. The histograms are organized vertically based on the statewide partisan vote fraction. The more Republican swings are placed lower on the plot while more Democratic swings are placed higher. Three dotted lines denote the boundary between where the supermajorities and simple majorities are in force. The yellow dot is the enacted plan.


Figure 5.1.3: The individual histograms give the frequency of the Democratic seat count in the ensemble for each of the shown statewide elections, with a uniform swing. The histograms are organized vertically based on the statewide partisan vote fraction. The more Republican swings are placed lower on the plot while more Democratic swings are placed higher. Three dotted lines denote the boundary between where the supermajorities and simple majorities are in force. The yellow dot is the enacted plan.


Figure 5.1.4: The yellow dots represent the democratic vote fraction of the enacted map under the PR20 vote count when the district are ordered from most Republican on the left to most Democratic in vote share on the right. The box-plots show the range of the same statistic plotted over the primary ensemble. From around the 60 th to 80th district the yellow dots all well below the boxplots of the ensemble. This result is that many dots fall well below the dotted $50 \%$ line than usually would; and hence more Republicans are elected than typical. To achieve this effect, the fraction of Democrats is increased in the already strongly democratic districts ranging from the 90 th to 105 th most Democratic districts. This structure does not exist in the non-partisan ensemble and is responsible for the map's extreme outlier behavior.


Figure 5.1.5: A similar structure to that seen in Figure 5.1.4 is repeated here. The low 50 s to the high 70 s have had the number of democrats depleted while the districts from the high80s to around 105 have an excess of Democrats.


Figure 5.1.6: Mirroring what was seen in Figure 5.1.4 and Figure 5.1.5, we have abnormally few Democrats from around the 60th to the 80th most Republican and abnormally many Democrats packed in the districts in the low 90s to the just below 110 .

## NC House: Primary Ensemble considering Incumbency.

Figure 5.1.7 shows the Collected Seat Histogram analogous to Figure 5.1.1, but for an ensemble which pairs the same or fewer incumbents than the enacted plan. The other considerations are left unchanged from the Primary ensemble. Comparing the two figures, we see no qualitative change in the behavior of the ensemble. Hence the previous conclusions continue to hold. In particular, a desire to prevent the pairing of incumbents cannot explain the extreme outlier behavior of the enacted plan.


Figure 5.1.7: The Collected Seat Histogram for the Primary Ensemble on the NC House with incumbency considerations added. See Figure 5.1.1 for full description.

## NC House: Secondary Distribution

The ensemble used to produce Figure 5.1.8, put more weight on preserving municipalities than either the enacted plan or the Primary Ensemble, which is tuned to match the enacted plan. This enacted plan is still an extreme outlier with respect to this secondary ensemble. We still see that the enacted map resists relinquishing the supermajority under PR16, CI20 and LG20 when this secondary ensemble almost always does. Similarly as the elections become more Democratic in AD20, SST20 and GV20 and the ensemble regularly would give the majority to the Democrats the enacted map dramatically under elects Democrats. In other words, we find that if the mapmakers had made an effort to prioritize preservation of municipalities in the House, that effort would not have led to a map that was more likely to favor Republicans.


Figure 5.1.8: The Collected Seat Histogram for the Secondary Ensemble on the NC House. The Secondary Ensemble for the NC House is centered on distributions which better preserve municipalities than the enacted plan. See Figure 5.1.1 for full description.

| - Ex. 4740 - |  |  |  |  |
| :--- | :---: | :---: | ---: | ---: |
| $\%$ Dem | Election | $\%$ Outlier | \# Outlier | \# Samples |
| $52.32 \%$ | GV20 | $16.343 \%$ | 16343 | 100000 |
| $51.21 \%$ | SST20 | $35.184 \%$ | 35184 | 100000 |
| $50.88 \%$ | AD20 | $42.880 \%$ | 42880 | 100000 |
| $50.20 \%$ | AG16 | $12.129 \%$ | 12129 | 100000 |
| $50.13 \%$ | AG20 | $4.332 \%$ | 4332 | 100000 |
| $50.05 \%$ | GV16 | $0.075 \%$ | 75 | 100000 |
| $49.36 \%$ | PR20 | $6.220 \%$ | 6220 | 100000 |
| $49.22 \%$ | CL20 | $5.365 \%$ | 5365 | 100000 |
| $49.14 \%$ | USS20 | $14.052 \%$ | 14052 | 100000 |
| $48.40 \%$ | LG20 | $0.000 \%$ | 0 | 100000 |
| $48.27 \%$ | CI20 | $0.322 \%$ | 322 | 100000 |
| $47.47 \%$ | TR20 | $5.726 \%$ | 5726 | 100000 |
| $46.98 \%$ | USS16 | $43.176 \%$ | 43176 | 100000 |
| $46.59 \%$ | LG16 | $44.943 \%$ | 44943 | 100000 |
| $46.15 \%$ | CA20 | $1.123 \%$ | 1123 | 100000 |

Table 2: NC Senate Collected Seat Histogram Outlier Data. Starting from the left, the first column gives the statewide partisan makeup of the election under consideration whose abbreviation is given in the second column from the left. The right most column gives the total number of plans in the ensemble considered which is 100,000 . The second column from the right gives the number of those 100,000 plans which elect the same or less Democrats under the given election. These are the plans which are as much or more of an outlier than the enacted map. The middle column is the percentage of plans which are more or equal of an outlier. (It is calculated by dividing the 2 nd column from the right by 100,000 and multiplying by 100 to make a percentage.) The number of fairly small to extremely small percentage in the middle column between $50.13 \%$ (AG20) and $47.47 \%$ (TR20) are another signature of the anomalous behavior seen visually in Figure 5.2.1 over the same range of vote percentages.

### 5.2 NC State Senate

We will see in our cluster-by-cluster analysis that the NC Senate map has a number of clusters that are outliers. Their structures are systematically in favor of the Republican party. As discussed in Section 3.2, we often see maps that express their outlier status under a specific voting climate; often when one party is in danger of losing the majority or super-majority. The enacted map for the NC Senate shows this behavior.

Figure 5.2.1 is the plot for the NC Senate analogous to Figure 5.1.1, which was for the NC House. Most of the outlier behavior at the state level for the enacted NC Senate map is concentrated in the interval between $47.5 \%$ statewide Democratic vote share and around $50.5 \%$ statewide Democratic vote share. In this range, the enacted map is always an outlier and often an extreme outlier under the votes considered. This range is significant for a number of reasons. First, this is a range of statewide vote fraction where many North Carolina elections occur. Secondly, looking at Figure 5.2.1 we see that over this range the ensemble shows that one should expect the Republican super-majority (less than 21 Democratic Seats) to switch to a simple Republican majority (between 21 and 24 Democratic Seats). Yet the enacted map often resists this switch, breaking the supermajority only when the PR20 and CL20 votes are considered. In both of these elections, the ensemble places the typical number of Democratic seats well away from the supermajority line and centered between it and the simple majority line.

To make Figure 5.2.1 more quantitative, we have included Table 2 which shows the number of maps where the primary ensemble elects less democrates in that election than the enacted map.

Looking at Table 2 we see that a number of the elections in the critical partisan range of around $47.5 \%$ to $50 \%$ are extreme outliers (GV16, LG20, and CI20) while other (AG20, PR20, and TR20) show atypical behavior all favoring the Republican candidates. It is again important to notice that the enacted plan is never seen to favor the Democratic party relative to what is expected from the Primary non-partisan ensemble. The enacted map ranges between tilted to the Republican party to being an extreme partisan outlier. The importance of the range of statewide Democratic between $47.5 \%$ to $50 \%$ by looking at Figure 5.2.1. The primary ensemble shows that is within this range that one expects a Republican supermajority to become a simple majority. The effect of the enacted plan is to suppress this by under electing Democrats.

We will in the cluster-by-cluster analysis in Section 6.2 that a number of individual clusters are extreme outliers in their partisan structure.

To better control for other variation we now include a number of Collected Seat Histograms built from a single election which has been shifted to create a sequence of elections with different statewide partisan vote fractions but the same spatial voting pattern.

The large jump that we see in Figures 5.2.3 to 5.2.5 between the 33nd most Republican district and the 35th most


Figure 5.2.1: The Collected Seat Histogram for the Primary Ensemble on the NC Senate. The individual histograms give the frequency of the Democratic seat count for each of the statewide elections considered from the years 2016 and 2020. The histograms are organized vertically based on the statewide partisan vote fraction for each election. The more Republican elections are placed lower on the plot while more Democratic elections are placed higher. Three dotted lines denote the boundary between where the supermajorities and simple majorities are in force.

Republican district means that over a large range of swings in the partisan character of the election the outcome will change at most by one seat.


Figure 5.2.2: The Collected Seat Histograms for the Primary Ensemble on the NC House built from a collection of voting data generated via uniform swing.


Figure 5.2.3: The yellow dots represent the democratic vote fraction of the enacted map under the USS20 vote count when the district are ordered from most Republican on the left to most Democratic in vote share on the right. The box-plots show the range of the same statistic plotted over the primary ensemble. Essentially all of the districts between the 15th most Republican and the 33rd most Republican have abnormally few Democrats. This is compensated by packing abnormally many Democrats the 35 th to the 47th most Republican districts. This structure is an extreme outlier and does not occur in the ensemble.


Figure 5.2.4: A similar structure to that seen in Figure 5.2.3 is repeated here over a nearly identical range of districts.

- Ex. 4745 -


Figure 5.2.5: A similar structure to that seen in Figure 5.2.3 is repeated here.

## NC Senate: Primary Ensemble considering Incumbency.

Preserving incumbency has little qualitative effect on the observations we have made. Looking at 5.2.6, we see that the election between and including GV16 and TR20 in the Figure 5.2.6 are all extreme outliers. This is in fact more extreme that the enacted map was under the Primary ensemble. It reinforces that this gerrymander seems to be most efective at the statewide level when the Republican supermajority is possible but in question.


Figure 5.2.6: The Collected Seat Histogram for the Primary Ensemble on the NC Senate with incumbency considerations added. See Figure 5.1.1 for full description.

## NC Senate: Secondary Distribution

When municipal preservation is not prioritized, the enacted plan becomes an outlier in all but the two most Republican elections as shown in Figure 5.2.7. Additionally, in most cases it was an extreme outlier when municipal preservation is not considered.

In other words, when municipal preservation is not prioritized, the ensemble produced is more favorable to the Democrats, meaning that the enacted plan appears as an extreme outlier in more situations than in the ensemble that matched the enacted map in prioritizing municipality. Put differently, the decision to prioritize municipality preservation in the Senate plan appears to have enabled more maps that favor Republicans.


Figure 5.2.7: The Collected Seat Histogram for the Secondary Ensemble on the NC Senate. The Secondary Ensemble for the NC Senate is centered on distributions which do not explicitly consider municipality preservation. See Figure 5.1.1 for full description.

## 6 State Legislature: Selected Cluster by Cluster Analysis

Using the same tools, we now turn our analysis to the individual cluster. We find that a number of cluster demonstrate significate cracking and packing. In some cases this leads to changes in the partisan make of the representative typically elected from the region. In other cases, it makes the districts insensitive to changes in the voters political outlook as expressed in their votes.

### 6.1 NC State House

### 6.1.1 Mecklenburg

The ranked ordered histogram for the Mecklenburg cluster using the primary ensemble (which matches the number of people displaced from municipalities) is given in Figure 6.1.1. Across all of the voting patterns considered, we see that the two most Republican Districts (districts 98 and 103) have exceptionally few Democrats. This has the effect of making them more likely to elect a Republican when many (and often almost all) ensemble plans elect a Democrat in those districts. Specifically, that is the case under LG20, AG20, USS20, CL20, AD20 and SST20. Under GV20 and PR20, the two most Republican districts barely elect Democrats even though the majority of the ensemble plans safely elect Democrats. Under CA20 and TR20, the enacted plan safely elects two Republicans while under the ensemble the races are much closer, swinging in both directions under different plans. In these two elections, the enacted map elects a third Republican (in District 104) when the ensemble of maps typically would not. All of this is achieved by packing exceptionally many Democrats into the 6th through 9th most Democrat district, as shown in Figure 6.1.1 where the enacted plan is consistently at the extreme top of the range seen in the ensemble. All of these facts make the plan an extreme outlier in this cluster.

In fact, ranging over all of the elections considered, the Democratic fraction in the four most republican districts in the ensemble is greater than that in the enacted plan in less than $1.7 \%$ of the plans with it dipping as low as around $0.5 \%$ in a few cases. More dramatically, the percentage of plans in the ensemble where the fraction of Democrats, in the four most Democratic districts, is always less than $0.11 \%$ with it often dipping as low as $0.02 \%$ or lower.

As already discussed, it was possible to oust many less people from municipalities than the enacted plan does. Figure 6.1 .2 shows the secondary ensemble which constrains municipalities much more strongly. We seen that structures highlighted above persist in this ensemble; again making the enacted map an extreme outlier.
Municipal Splits and Ousted Population: In Figure 6.1.3, we see that the enacted plan ousts people from municipalities at a number that is comparable to the primary ensemble but typically more than the Secondary House ensemble.


Figure 6.1.1: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The "-" on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.


Figure 6.1.2: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Secondary ensemble which better preserves municipalities than the enacted plan.


Figure 6.1.3: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.1.2 Wake

In the Wake cluster, we again see the depleting of Democrats from the two most Republican districts (Districts 37 and 35) while packing Democrats into the next several districts, as in the Mecklenburg cluster. The effect is to swing the two most Republican districts into play in elections where they would not be under the ensemble. Furthermore, the enacted plan makes them safer for Republicans in situations when the ensemble maps would typically have it as a toss-up.

Across all of the elections considered, the number of maps in the ensemble which have a lower Democratic vote fraction in the two most Republican districts than in the enacted plan is less than $0.42 \%$ except for the CA20 election where it is $1.2 \%$.


Figure 6.1.4: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

As shown in Figure 6.1.5, the trend continues under the secondary ensemble which better preserves municipalities.

## Municipal Splits and Ousted Population:

In Wake we see from Figure 6.1.6 that the enacted plan consistently ousts more people than the primary ensemble and significantly more than the secondary ensemble.


Figure 6.1.5: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Secondary ensemble which better preserves municipalities than the enacted plan.


Figure 6.1.6: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.1.3 Forsyth-Stokes

Again in Figure 6.1.7, showing the primary ensemble in the Forsyth-Stokes cluster, we see the most Republican districts depleted of Democrats while excess Democrats are packed in safe democratic districts and in the safest Republican district are moved to competitive districts. The effect is apparent in all of the elections, but varies slightly across different voting patterns. In all cases, we see the Democratic makeup of the 3rd most Republican district pulled below the range typically seen in the ensemble often resulting in this district electing a Republican when it would not typically. In the three elections where the 3rd-most Republican district still elects a Democrat (GV20), the map's depletion of Democrats from the second most Republican district is enough to reliably elect a Republican in that district when typically the election would vary between being close and strongly favoring the Democrats.

Ranging over all of the elections considered, less than $0.02 \%$ of the plans in the ensemble have a lower Democratic fraction in the three most Republican districts than the enacted plan signaling extreme cracking. Additionally, less than $1.3 \%$ of the plans in the ensemble have a larger Democratic in the two most Democratic districts than the enacted plan.


Figure 6.1.7: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

As shown in Figure 6.1.8, the trend continues under the secondary ensemble which better preserves municipalities. Some of the effects are more extreme and in this cluster, this ensemble leads to more partisan districts. Nonetheless, the enacted map still regularly elects a Republican in the third most Republican district even thought it is typically more firmly Democratic under this ensemble.

## Municipal Splits and Ousted Population:

From Figure 6.1.9, we see that in Forsyth-Stokes the enacted plan ousts a number of people comparable to the primary ensemble but consistently more than the secondary ensemble.


Figure 6.1.8: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Secondary ensemble which better preserves municipalities than the enacted plan.


Figure 6.1.9: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.1.4 Guilford

The pattern seen previously is again repeated in an extreme fashion in the Guilford County. The two most Republican Districts (districts 59 and 62) have abnormally few Democrats when compared to what is seen in the primary ensemble and the more Democratic districts (numbered 57, 58, 60, and 61) have exceptionally many Democrats packed into them. The effect is that the enacted plan regularly (and often safely) elects two Republicans under election climates which would rarely or never do so.

Over all of the elections considered and all of the around 80,000 plans in the ensemble, none of the plans have a higher Democratic fraction in the four most Democratic districts or a lower Democratic fraction in the two most Republican districts, in comparison to the enacted plan. . In other words, this cluster shows more cracking and packing of Democrats than every single plan in the nonpartisan ensemble.


Figure 6.1.10: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

In Figure 6.1.11, we see the effect of considering the the ensemble that more strongly preserves municipalities than the enacted plan. The ensemble reliably has four democratic districts and a 5 th which typically leans Republican but sometimes is competitive. Yet, the enacted plan gives one clearly Republican district and one which is often safely Republican and at times competitive.
Municipal Splits and Ousted Population: From Figure 6.1.12, we see that in Guilford the enacted plan ousts a number of people comparable to the primary ensemble but constantly more than the secondary ensemble.


Figure 6.1.11: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Secondary ensemble which better preserves municipalities than the enacted plan.


Figure 6.1.12: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.1.5 Buncombe

As seen in Figure 6.1.13, the primary ensemble shows two Democratic districts with a third typically leaning Democratic but sometimes in play. However, the enacted map produces one district which is typically Republican. This is achieved by packing unusually many Democratic in the most Democratic district (district 114) leaving abnormally few Democrats for the most Republican district (district 116).

Ranging over the elections considered, at most $1.2 \%$ of the plans in the ensemble have a lower democratic fraction in the most Republican district in the ensemble than the enacted plan does. The percentage of plans with a larger Democratic fraction in the most Democratic district in the ensemble fluctuates around 5\%.


Figure 6.1.13: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

The same pattern of depleting Democrats from the most republican district so that it often elects a Republican when it typically would not under the ensemble is again seen in Figure 6.1 .14 which shows the results under the secondary ensemble.

Municipal Splits and Ousted Population: From Figure 6.1.15, we see that there is not a lot of difference between the two ensembles in the number of ousted people. Both are comparable to the enacted map.


Figure 6.1.14: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Secondary ensemble which better preserves municipalities than the enacted plan.


Figure 6.1.15: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.1.6 Pitt

Pitt County only has two districts. The enacted places atypically many Democrats in the most Democratic district (district 8) while placing atypically few in the most Republican district (district 9). This maximizes the chance that the second district will elect a republican. In many cases, it does when many of the ensemble maps would not. By maximizing the difference in the partisan makeup of the two districts, the enacted map minimized the degree to which the enacted map responds to the shifting opinions of the electorate.

Across the elections considered, the percentage of plans in the ensemble which have a higher fraction of Democrats in the most Democratic district than the enacted plan fluctuates between $1.1 \%$ and $5.3 \%$.


Figure 6.1.16: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

The same pattern is repeated in Figure 6.1 .17 which uses the secondary ensemble which better preserves municipalities than the enacted map.
Municipal Splits and Ousted Population: From Figure 6.1.18, we the number of ousted people in the primary ensemble is comparable to the enacted plan but more than the secondary ensemble.


Figure 6.1.17: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Secondary ensemble which better preserves municipalities than the enacted plan.


Figure 6.1.18: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.1.7 Duplin-Wayne

In the Duplin-Wayne county cluster the two districts are safely Republican under the elections considered. The enacted map is typical, falling in the middle of the observed democratic fraction on the Histograms.


Figure 6.1.19: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The "-" on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

As seen in Figure 6.1.20, the distribution has extremely small variance when municipalities are better preserved. Here there seem to be a little less Democrats in the most Democratic district than typical, but this has little effect as the two districts are firmly Republican and the distribution is highly concentrated.
Municipal Splits and Ousted Population: From Figure 6.1.21, we seen that the number of people ousted by the enacted plan is at the lower end of the typical amounts seen in the Primary ensemble or the secondary ensemble.


Figure 6.1.20: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Secondary ensemble which better preserves municipalities than the enacted plan.


Figure 6.1.21: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.1.8 Durham-Person

As seen in Figure 6.1.22, under the primary ensemble Durham-Person cluster typically has three exceedingly Democratic districts and one more moderately Democratic district. The enacted plan places abnormally few Democrats in the most Republican district (district 2). This is accomplished by packing more Democrats in the most Democratic districts (districts 29 and 30). The effect is sufficient to pick up a Republican seat in a few elections where the seat typically would have remained democratic according to the non-partisan primary ensemble.

Not a single map in the non-partisan ensemble across any of the elections considered has a smaller fraction of Democrats in the most Republican district than the enacted plan does. This signals extreme cracking. In all but two elections the fraction of plans which have a higher Democratic vote fraction than the enacted plan is less than $0.62 \%$. The two exceptions are LG16 (3.5\%) and CA20 (1.2\%).


Figure 6.1.22: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

A similar effect is seen in 6.1.23, for the ensemble which better preserves municipalities.

## Municipal Splits and Ousted Population:



Figure 6.1.23: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Secondary ensemble which better preserves municipalities than the enacted plan.


Figure 6.1.24: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.1.9 Alamance

From Figure 6.1.25, we see that though the enacted map tends have more Democrats in the more Democratic district and less in the less democratic district it not an outlier on its own.


Figure 6.1.25: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

Figure 6.1.26 tells a similar story to Figure 6.1.25,

## Municipal Splits and Ousted Population:



Figure 6.1.26: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Secondary ensemble which better preserves municipalities than the enacted plan.


Figure 6.1.27: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.1.10 Cumberland

Looking at Figure 6.1.28, we again see outlier behavior in Cumberland County. We see that the districts in the enacted plan have been constructed so that the two most Republican districts (district 43 and 45) have a similar partisan makeup. Typically, one is more Democratic and one is more Republican. This is achieved by removing republicans from the most republican district and Democrats from the most democratic two districts. While the effect on the most Republican district individually is within the typical range, the combined effect creates an enacted cluster which is an strong outlier.

For each of the elections considered, the number of plans in the ensemble with smaller fraction of democrats in the second most republican district is typically around $1 \%$ with, for a few elections, the percentage reaching as high as $7 \%$ or as low as $0.4 \%$.


Figure 6.1.28: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - "on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

Looking at Figure 6.1.29, we see that the structure of the enacted map is a more extreme outlier for the secondary ensemble which better preserves municipalities. In an ensemble that better preserves municipalities, the most Republican district is typically more republican and the second most Republican district more Democratic. This makes the enacted plan which squeezes the two together with an large outlier.

## Municipal Splits and Ousted Population:



Figure 6.1.29: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Secondary ensemble which better preserves municipalities than the enacted plan.


Figure 6.1.30: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.1.11 Cabarrus-Davie-Rowan-Yadkin

In the Cabarrus-Davie-Rowan-Yadkin county cluster, there are abnormally few Democrats in the most Democratic district (district 82). This is accomplished by placing abnormally many Democrats in the next three most democratic districts (districts 73,76 , and 83 - all of which are safe Republican districts). The effect is to make the most Democratic district a relatively reliable Republican seat (being won by the Republicans in all of the elections considered). Under the ensemble, it would switch parties in a number of the elections and regularly be a close contest.


Figure 6.1.31: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The "-" on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

Looking at Figure 6.1.32, we see that the same pattern persists under the secondary ensemble which better preserves municipalities.
Municipal Splits and Ousted Population:


Figure 6.1.32: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Secondary ensemble which better preserves municipalities than the enacted plan.


Figure 6.1.33: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.1.12 Brunswick-New Hanover

In the Brunswick-New Hanover county cluster, Figure 6.1 .34 shows that the most Democratic district (district 18) has had abnormally many Democrats packed into it and the most Republican has had abnormally few Republicans placed in it, while the second-most Democratic district (district 20) has been depleted of Democrats. This makes the enacted plan much less responsive to changes in the the enacted plan preferences of the voters. The Republican party typically wins the second most democratic district in the enacted plan even though it would go to the Democrats under a number of elections when the neutral maps in the primary ensemble are used. Over each of the elections considered, the fraction of plans in the ensemble


Figure 6.1.34: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.
when a lower Democratic vote fraction in the second and third most Republican districts in the ensemble compared to the enacted plan map is always less than $0.5 \%$ and often much smaller.

Under the secondary ensemble which better preserves municipalities shown in Figure 6.1.35, we see that the same structure persists. The enacted map becomes a more extreme outlier since this ensemble reduced the variance of the marginals and aligns the outcome gradual progression which ensures the map is fairly responsive to changes in the voter's preference, a property not shared by the enacted map.

## Municipal Splits and Ousted Population:



Figure 6.1.35: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Secondary ensemble which better preserves municipalities than the enacted plan.


Figure 6.1.36: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.2 NC State Senate

Though the principal Senate ensemble, which prioritizes municipality preservation in line with the enacted plan, does not have as dramatic a shift towards the Republicans at the statewide level in comparison to the House, we still see a number of cases of extreme packing and cracking at the individual cluster level. Without exceptions, the effect is to minimize the effect of the Democratic votes and make the outcome of the election insensitive to a wide range of swings in the partisan vote fraction.

In the NC Senate, we again see the effect of prioritizing municipal preservation in our ensemble. When municipal preservation was not prioritized, there are two major effects. First, the enacted maps become extreme outliers, as the typical results swings are much less tilted to the Republican Party. Second, the two parties are much less separated. Requiring a high level of municipal preservation often leads the separation of the two political parties between disjoint districts. This in turn produces maps that are much less responsive to swinging public opinion. In other words, the results of the elections do not change over a wider range of statewide vote ranges.

### 6.2.1 Iredell-Mecklenburg

In this cluster, the second most Republican district (District 41 in the enacted plan) is the principal district whose outcome varies from election to election. In the enacted plan, unusually few democrats have been placed in this district to maximize the chance that the district elects a Republican. See Figure 6.2.1. In many elections, this means that the Republican wins this district under the enacted plan, whereas a Democrat would win the district under the a majority of ensemble plans.


Figure 6.2.1: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

For each of the 2020 and 2016 elections we have consider, we found that none of approximately 80,000 plans in our ensemble had as low a fraction of Democrats in the two most Republican districts in the Iredell-Mecklenburg cluster as the enacted plan. Similarly, in the vast majority of the elections the ensemble had no plans with a higher fraction of democrats packed in the four most Democratic districts. In two elections $0.01 \%$ of the plans had a higher fraction of Democrats packed in the four most Democratic districts.

The effect discussed above is essentially the same when the municipality preservation is not prioritized. See Figure 6.2.2.

## Municipal Splits and Ousted Population:

We see that in the Iredell-Mecklenburg cluster, the number of ousted people in the enacted plan is comparable the number of ousted people in the ensemble prioritizing municipalities. The enacted plan splits two municipalities which coincides with the most typical number split by the ensemble prioritizing municipalities. Though this ensemble sometimes splits a number more municipalities, it typically displaces a comparable number of people to the enacted plan.


Figure 6.2.2: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the NC Senate Secondary ensemble which does not explicitly preserves municipalities.


Figure 6.2.3: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.2.2 Granville-Wake

The enacted plan is chosen to be at the extreme edge of the ensemble. It maximizes the chance of the Republicans winning Districts 17 and 18 by packing a larger than typical number of Democrats in districts $14,15,16$, and 18 . The effect is shown in Figure 6.2.4 across the 12 elections. For each of the 2020 and 2016 elections we have consider, we found that none of


Figure 6.2.4: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.
approximately 40,000 plans in our ensemble had as low a fraction of Democrats in the two most Republican districts in the Granville-Wake cluster as the enacted plan. Similarly, in six of the elections, the ensemble has no plans with more democrats packed in the four most Democratic districts. In six elections at most $0.022 \%$ of the plans had a higher fraction of Democrats packed in the four most Democratic districts than the enacted plan.

In this cluster, the prioritization of municipal preservation has a dramatic effect of packing Democrats in four districts and Republicans into two districts. The effect is show in Figure 6.2.5 across the 12 elections.

## Municipal Splits and Ousted Population:

We see that in the Granville-Wake cluster, the number of ousted people in the enacted plan is significantly more than the number of ousted people in the ensemble prioritizing municipalities. The enacted plan splits three municipalities which coincides with the most typical number split by the ensemble prioritizing municipalities. Though this ensemble sometimes splits a number more municipalities, it typically displaces significantly fewer people than the enacted plan. From the perspective of the number of people ousted, the enacted plan is situated squarely between our ensemble prioritizing municipal preservation and that which does not.


Figure 6.2.5: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the NC Senate Secondary ensemble which does not explicitly preserves municipalities.


Figure 6.2.6: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.2.3 Forsyth-Stokes

There are only two districts in this cluster. The districts in the enacted plan are chosen to maximize the number of Democrats in the more democratic district and the number of republicans in the most Republican district. The map is an extreme outlier in both of these regards. The effect is a maximally non-responsive map. The effect is shown in Figure 6.2.7 across the 12 elections. Of the almost 80,000 maps in the ensemble, less than $1 \%$ had as low a fraction of Democrats in the most


Figure 6.2.7: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The "-" on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

Republican district under the 2020 and 2016 elections considered. And between 1\% and 5\% of the plans had such a high Democratic fraction in the most Republican District.

When municipal preservation is not prioritized, the enacted map becomes an even more extreme outlier; showing an extreme level of packing of Democrats into one district and Republicans into the other. The effect is shown in Figure 6.2.8 across the 12 elections.
Municipal Splits and Ousted Population: In the Forsyth-Stokes Cluster we see that the number of people ousted from municipalities is comparable between the enacted plan and the municipality prioritizing ensemble. Additionally, the enacted plan splits one municipality which is the most common number of splits in the municipality prioritizing ensemble.


Figure 6.2.8: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the NC Senate Secondary ensemble which does not explicitly preserves municipalities.


Figure 6.2.9: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.2.4 Cumberland-Moore

There are only two districts in this cluster. The districts in the enacted are chosen to maximize the number of Democrats in the more democratic district and the number of republicans in the most Republican district. The map is an extreme outlier in both of these regards. The effect is a maximally non-responsive map. The effect is shown in Figure 6.2.10 across the 12 elections. In each of the elections considered, no more than $0.06 \%$ of the ensemble plans have a lower fraction of Democrats


Figure 6.2.10: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.
in the most Republican districts. Also no more than $0.06 \%$ of the ensemble plans have a higher fraction of Democrats in the most Democratic districts.

The prioritization of municipal preservation leads a dramatically less responsive pair of districts. When municipalities are less prioritized, both district have politically more centrist make up. Additionally, the more Republican district would regularly lean democratic without the prioritization of municipal preservation. The effect is show in Figure 6.2.11 across the 12 elections.
Municipal Splits and Ousted Population: In the Cumberland-Moore cluster, the enacted plan ousts a number of people close to the minimum number of ousted people seen in the ensemble prioritization municipal preservation. The enacted plan splits two municipalities which is the most common number of splits found in the ensemble prioritization municipal preservation.


Figure 6.2.11: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the NC Senate Secondary ensemble which does not explicitly preserves municipalities.


Figure 6.2.12: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.2.5 Guilford-Rockingham

The three districts in the Guilford-Rockingham cluster are constructed to pack an exceptional number of democrats in the most democratic district (district 28) and exceptionally few Democrats in the most Republican district (district 26). The effect is to ensure a Republican victory in the district 26, when in some elections the most republican district would be at risk of going to the Democratic Party. The effect is shown in Figure 6.2.13 across the 12 elections. In the Guilford-Rockingham


Figure 6.2.13: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.
across all of the elections considered, none of the plans have lower fraction of Democrats in the most Republican district than the enacted plan. Conversely, in none of the elections considered do more than $0.08 \%$ of the plans have more Democrats packed in the most Democratic district than the enacted plan.

When municipalities are prioritized less, the effect is even more dramatic. In that setting, the extreme number of Democrats packed into the most democratic district and Republicans into the most Republican distinct is even more extreme. The effect is shown in Figure 6.2.14 across the 12 elections.
Municipal Splits and Ousted Population: In the Guilford-Rockingham cluster, the enacted plan splits one municipality and ousts a number of people which is typically found in the ensemble prioritizing municipality preservation which has an average ousted population which is slightly higher than the enacted plan.


Figure 6.2.14: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the NC Senate Secondary ensemble which does not explicitly preserves municipalities.


Figure 6.2.15: Plots showing the distribution of the number of people ousted from municipalities in this cluster under the primary and secondary ensemble. The amount of people ousted by the enacted map is also shown.

### 6.2.6 Northeastern County Cluster

In the NC Senate, there is more than one possible group of county clusters in the northeast corner of the state. As described in Figure 4.3.1 from Section 4.3, there is a choice between two different groups of county clusters. Each group consists of two different county clusters. Based on their population, each of these clusters has only one district. Thus, there is no choice on how to redistrict this region once the county grouping is set. We now explore partisan implications of choosing one county grouping over the other. As shown in the table below, under the enacted county groupings, Republicans win both districts in every election we consider. By contrast, under the alternative county grouping, each party won one of the two districts under every election we consider.

|  | Enacted Cluster 1 | Enacted Cluster 2 | Alternative Cluster 1 | Alternative Cluster 2 |
| :---: | :---: | :---: | :---: | :---: |
| County Clusters | Martin, Warren, Halifax, Hyde, Pamlico, Chowan, Washington, Carteret | Gates Currituck <br> Pasquotank Dare <br> Bertie Cam- <br> den Perquimans <br> Hertford Tyrrell <br> Northampton  | Pasquotank, Dare, Perquimans, <br> Hyde, Pamlico, Chowan, Washington, Carteret | Gates, Currituck, <br> Camden, Bertie, <br> Warren, Halifax, <br> Hertford, Tyrrell, <br> Northampton,  <br> Martin  |
| Democratic Vote \%(LG16) | 46.07\% | 47.74\% | 38.51\% | 55.42\% |
| Democratic Vote \% (PR16) | 45.60\% | 46.70\% | 37.83\% | 54.59\% |
| Democratic Vote \% (CA20) | 42.28\% | 44.47\% | 36.48\% | 50.75\% |
| Democratic Vote \% (USS20) | 45.31\% | 45.36\% | 38.45\% | 52.75\% |
| Democratic Vote \% (TR20) | 44.12\% | 44.58\% | 37.61\% | 51.59\% |
| Democratic Vote \% (GV20) | 46.79\% | 47.56\% | 40.75\% | 54.12\% |
| Democratic Vote \% (AD20) | 47.79\% | 47.72\% | 41.02\% | 54.99\% |
| Democratic Vote \% (SST20) | 47.56\% | 47.85\% | 41.03\% | 54.89\% |
| Democratic Vote \% (AG20) | 45.88\% | 46.11\% | 39.15\% | 53.40\% |
| Democratic Vote \% (PR20) | 44.09\% | 45.54\% | 38.30\% | 51.84\% |
| Democratic Vote \% (LG20) | 43.80\% | 45.12\% | 37.74\% | 51.69\% |
| Democratic Vote \% (CL20) | 45.23\% | 46.42\% | 39.12\% | 52.00\% |

Table 3: Voting History for the two different choices of county grouping northeast corner in the NC Sente.

## 7 State Legislature: Additional Details

### 7.1 State Legislature: Details on the Sampling Method

To effectively generate a representative ensemble of maps from the desired non-partisan distributions, we use the wellestablished method of parallel tempering. It allows one to effectively sample from a possibly difficult to sample distribution by connecting it to an easy to sample distribution through a sequence of intermediate "interpolating" distributions.

We connect our desired distributions to a distribution on redistricting plans that favors plans with a larger number of spanning trees. This alternative distribution satisfies the same constraints, however, it does not consider compactness nor municipal preservation. We make this choice because it can be effectively sampled using a variation on the Metropolized Multiscale Forest RECOM sampling algorithm outlined in [1, 2] coupled with the Metropolis-Hasting algorithm. Using Parallel Tempering, we interpolate between the desired distribution on redistricting and a distribution which is chosen so that the Markov Chain Monte Carlo algorithm converges to its target distribution quickly.

In sampling the interpolating ladder of distributions between the easier-to-sample distribution and our target distribution with the needed policy considerations, we use parallel tempering with a classical Metropolis-Hasting sampling scheme to sample each level of the interpolating ladder of distributions. As proposals in the Metropolis-Hasting sampling scheme, we use a mixture of the Multiscale Forest RECOM proposals and single node flip proposals, depending on what is appropriate for the distribution associated with the given level in the interpolation. The Multiscale Forest RECOM has a number of advantages. Its multiscale nature seems to provide improvements in computational efficiency and the global moves of RECOM lead empirically to faster mixing. Additionally, it can efficiently preserve counties and other groupings. Lastly, it can be effectively combined with the Metropolis-Hasting algorithm to produce an algorithm that samples from the specified
distribution.
To facilitate mixing and for computational practicality, we often split the interpolating groups of manageable size, typically between 10 and 30 interpolating levels. Each grouping is then run to produce an ensemble at the top level which approaches; which is closer to the desired ensemble. This ensemble is then used as an independent sample reservoir to generate independent samples for the next group of interpolating levels. This process is repeated until the desired level is reached. We typically use between 60 and 100 interpolating levels in our sampling schemes. The number of plans sampled differs from cluster to cluster. We also sometimes group clusters together for sampling. Usually the number of samples in around 80,000 but in all cases we have check various empirical measure to evaluate if the sampling has converged and is well mixed.

### 7.2 State Legislature: Mathematical Description of Ensemble Distribution

In designing our distributions, we have chosen to define explicit distributions and then use an implementation of the Metropolis-Hastings algorithm to generate the ensemble. We feel this choice promotes transparency because an explicit distribution can better be discussed and critiqued. It also allows us to more explicitly translate the policy considerations into the ensemble.

In order to formally define our distributions, we consider the labeling $\xi$ of the precincts of the map of NC with the number $\{1, \ldots, d\}$, where $d$ is the total number of districts. So for the $i$-th precinct, $\xi(i)$ gives the district to which the precinct belongs. If we let $A_{j}(\xi)$ and $B_{j}(\xi)$ be respectively the surface area and perimeter (or length of the boundary) of the $j$-district then our compactness score is

$$
J_{\text {compact }}(\xi)=\sum_{j=1}^{d} \frac{A_{j}(\xi)}{B_{j}^{2}(\xi)} .
$$

Then the probability of drawing the redistricting $\xi$ is

$$
\operatorname{Prob}(\xi)= \begin{cases}\frac{1}{Z} e^{-w_{\text {compact }} J_{\text {compate }}(\xi)} & \text { for } \xi \text { which is allowable } \\ 0 & \text { for } \xi \text { which is not allowable }\end{cases}
$$

Here $Z$ is a number that makes the sum of $\operatorname{Prob}(\xi)$ over all redistricting plans are equal to one.
The collection of allowable redistricting plans $\xi$ is defined to be all redistricting plans which satisfy the following conditions:

1. all districts are connected
2. the populations of each district is within $\% 5$ of the ideal district population unless the district in the wake county cluster in the senate or the Craven-Carteret county cluster in the house. ${ }^{2}$
3. The number of split counties is minimized.
4. We minimize the occurrence of districts traversing county boundaries.

The second distribution includes a municipality score, $J_{M C D}(\xi)$. This score describes the number of people who have been displaced from a district that could have preserved the voters within their municipality, and is defined as

$$
J_{M C D}(\xi)=\sum_{m \in M} \operatorname{pop}_{\text {oust }}(\xi, m),
$$

where $M$ is the set of all MCDs, and $\operatorname{pop}_{\text {oust }}(\xi, m)$ is the number of displaced people from the municipality $m$ under the redistricting plan $\xi$. We define pop $_{\text {oust }}$ in one way if the population of the municipality is less than the size of a district and another if it is greater.

[^25]
## - Ex. 4786 -

If $m$ has a population that is less than the population of a district, we consider the district that holds the most people from the municipality $m$ as the representative district for that municipality. Any person within municipality $m$, but not within the representative district is considered to have been displaced.

If $m$ has a population that is greater than the population of a district, we consider the number of districts that could fit within $m$ to be $d(m)=\left\lfloor\operatorname{pop}(m) / \operatorname{pop}_{\text {ideal }}\right\rfloor$, where $\operatorname{pop}(m)$ is the population of the MCD $m$ and pop ideal is the ideal district population. We also consider the remaining population in the municipality that cannot fit within a whole district to be $r(m)=\operatorname{pop}(m)-d(m) \times$ pop $_{\text {ideal }}$. To determine the displaced population, we look at the $d(m)$ districts that contain the largest populations from the municipality $m$. Hypothetically, everyone in these districts could live in the municipality $m$. Therefore, anyone who is in one of these districts and that does not live in the municipality $m$ could be replaced by someone who does live in the municipality. Thus, we sum the number of people not in $m$ in the $d(m)$ districts that contain the largest populations of $m$. We also note that the remaining population $r(m)$ could hypothetically be kept intact when drawing a $(d(m)+1)$ th district. We, therefore, look at the number of people in the municipality $m$ who are living in the district with the $(d(m)+1)$ th most population of the municipality. If the number of people in $m$ is less than $r(m)$, then we add this difference to the number of ousted people (since each of these people in the municipality could have conceivably been placed in the district).

Formally, we let the $|M| \times d$ matrix, $M C D(\xi)_{m, j}$ represent the number of people who are in the municipality $m$ and the district $\xi_{j}$. Then

$$
\operatorname{pop}_{\text {oust }}(\xi, m)\left\{\begin{array}{cc}
\sum_{j} M C D(\xi)_{m, j}-\max _{j}\left(M C D(\xi)_{m, j}\right) & \operatorname{pop}(m)<\operatorname{pop}_{\text {ideal }} \\
\sum_{j \in D(m)}\left(\operatorname{pop}\left(\xi_{j}\right)-M C D(\xi)_{m, j}(\xi)\right) & \operatorname{pop}(m) \geq \operatorname{pop}_{\text {ideal }} \\
+\max \left(0, M C D(\xi)_{m, N(m)}-r(m)\right) &
\end{array}\right.
$$

where $\operatorname{pop}\left(\xi_{j}\right)$ is the population of district $\xi_{j}, D(m)$ is the set of district indices that represent the $d(m)$ districts with the largest populations of municipality $m$, and $N(m)$ represents the district index with the $d(m)+1$ most population of municipality $m$.

- Ex. 4787 -
7.3 State Legislature: Additional Ensemble Statistics
- Ex. 4788 -


Figure 7.3.1: These plots compare the Polsby-Popper Score of the enacted maps (shown we the yellow dots) with the marginal histograms of the primary and secondary ensembles.



Figure 7.4.1: We compare a subset of the threads to the remaining threads. Each thread represents a different initial condition, and thus takes a different trajectory through the phase space. We compare our standard observables, such as the ranked ordered marginal distributions and confirm that they yield equivalent results. On the left we show an example of comparing one thread with all threads in a parallel tempering run; on the right we show an example of comparing half of the thread with the other half of the threads in a parallel tempering run.


Figure 7.4.2: We examine how each of the parallel tempering threads swaps as a function of the proposal number. The vertical axis represents different measures and the horizontal axis represents the proposal in the Markov Chain. When the thread (or redistricting) is near the bottom of the vertical axis it mixes quickly when drawing from the reservoir; when it is at the top of the vertical axis it is at the desired measure which is either the desired measure we are sampling from or an intermediate measure that will act as a subsequent reservoir.

### 7.4 State Legislature: Convergence Tests

We performed a number of tests to assess if our sampling of the desired distribution was sufficient to provide an accurate representation of the desired distribution. Sometimes many samples are needed, yet in other cases a much smaller number is sufficient. We use a number of different methods to assess convergence.

Many of our runs were generated with an implementation of the parallel tempering algorithm with an independent sample reservoir. The use of parallel tempering provides a number of different threads that can be grouped and then compared against each other. As each thread starts from a different initial condition, if the distributions look similar then there is evidence that the system is mixing. Similarly, if a subset of the threads has a similar distribution to all of the threads, then there is evidence that enough samples were used.

The following plots show representative ranked ordered histograms for some NC House and NC Senate runs where different threads in a parallel tempering run are compared.

Each time a thread exchanges its state with the independent sample reservoir, it receives a new configuration that is independent of the previous state of the system. Additionally, if the thread then progresses up to the parameter level of interest, then we have strong evidence that we are producing decorated samples. The following plots show the current level of each for the different threads in a parallel tempering run. Switching regularly from the highest level (the desired sample distribution) to the lowest level (the level with the independent sample reservoir) is a strong indication that the system will be well mixed and converged.

In some cases, we run two or more complete sampling runs for the same target distribution. If the ensembles generated are close then we have strong evidence that the ensembles are converged as each run started from different initial conditions and used different randomness.

- Ex. 4790 -


Figure 7.4.3: We compare the ranked ordered marginals on two independent parallel tempering runs.

## 8 Congressional Plan

As with the NC House and NC Senate plans, we place a probability distribution on Congressional plans for North Carolina. The distributions embody different policy choices. With each distribution, we produce representative ensembles of maps to serve as benchmarks against which to compare specific maps. The ensembles are generated by using the Metropolis-Hasting Markov Chain Monte Carlo Algorithm in a parallel tempering framework which employs the proposal from the Multiscale Forest RECOM algorithm [2, 1].

This analysis parallels the analysis already presented for the NC House and NC Senate with the simplification that we no longer need to consider County Clusters and that some of the criteria are modified. The details are given in Sections 8.1 and 7.2.

### 8.1 Congressional: Ensemble Overview

Similarly to the distribution placed on the NC Legislative redistricting plans in Section 4.4, we consider a distribution (and hence an ensemble) satisfying the following constraints:

- The maps split no more than 14 counties.
- The maps split no county into more than two districts.
- Districts traverse counties as few times as possible.
- All districts are required to consist of one contiguous region.
- The deviation of the total population in any district is within $1 \%$ of the ideal district population. We have verified in previous work in related settings that the small changes needed to make the districting plan have perfectly balanced populations do not change the results. (See [7] and the expert report in Common Cause v. Rucho).
- Compactness: The distributions on redistricting plans are constructed so that a plan with a larger total isoperimetric ratio is less likely than those with a lower total isoperimetric ratio. The total isoperimetric ratio of a redistricting plan is simply the sum of the isoperimetric ratios over each district. The isoperimetric ratio is the reciprocal of the Polsby-Poper score; hence, smaller isoperimetric ratio corresponds to larger Polsby-Poper scores. As the General Assembly stated in its guidance that the plans should be compact according to the Polsby-Popper score [9], we tuned the distribution so that it yields plans of a similar compactness to those of the legislature. (See Figure 10.2.1 in Section 10.2. ) We further limited our distribution only to include those with an Isoparametric score less than 80.
The legislature also listed the Reock score as another measure of compactness which one could consider. However, we have found Polsby-Popper/isoperimetric score to be a better measure when generating districts computationally. In our previous work, we have seen that this choice did not qualitatively change our conclusions (see [7] and the expert report in Common Cause v. Rucho).


### 8.2 Congressional Plan: Sampling Method

We have chosen the distribution from which to draw our ensemble to comply with the desired policy and legal considerations. It is well accepted that not all distributions on possible redistricting plans are equally easy to sample from.

As discussed in Section 7.1 to effectively generate a representative ensemble of maps from these distributions, we use the well-established method of parallel tempering. It allows one to effectively sample from a possibly difficult to sample distribution by connecting it to an easy to sample distribution through a sequence of intermediate "interpolating" distributions.

We connect our desired distributions, which includes a compactness score, to a measure on redistricting plans which is uniform on spanning forests which satisfy the population and county constants. Furthermore, the enacted plan can be effectively sampled using a variation on the Metropolized Multiscale Forest RECOM sampling algorithm outlined in [1, 2].

In sampling the interpolating ladder of distributions between the easier-to-sample measure and our target measure which includes a compactness score, we use parallel tempering with a classical Metropolis-Hasting sampling scheme to sample each level of the interpolating ladder of distributions. As proposals in the Metropolis-Hasting sampling scheme, we use Multiscale Forest RECOM proposals. We sample around 80,000 plans have confirmed that the distribution seems well mixed and than it has been sufficiently sampled to provide stable statistics.

### 8.3 Election Data Used in Analysis

The same historic elections and abbreviations were use to analyze the congressional plan and ensemble as were used for the NC legislative maps and ensemble. See Section 4.6.


Figure 9.0.1: Each histogram represents the range and distribution of possible Democratic seats won in the ensemble of plans; the height is the relative probability of observing the result. The yellow dots represent the results from the enacted congressional plan under the various historic votes.

## 9 Congressional Plan: Main Analysis

Figure 9.0.1 gives the Collected Seat Histograms for the ensemble sampled from the distribution. This figure also shows how many Democrats the enacted congressional plan would have elected under the votes from a variety of historic elections.

Without reference to a particular ensemble, a primary message of this plot is that the enacted congressional plan is largely stuck electing 4 of 14 Democrats despite large shifts in the statewide vote fraction and across a variety of election structures. Over the statewide vote Democratic partisan vote range of $46.59 \%$ to $52.32 \%$, the enacted map only twice changes the number of Republicans elected. The outcome of the election is largely stuck at 4 Democrats. This shows the enacted map to be highly non-responsive to the changing opinion of the electorate. Without holding the election one largely knows that the result will be 10 Republicans and 4 Democrats.

This non-responsiveness is not observed in the ensemble. The ensemle shows that a typical map drawn without political considerations gradually shift from 4-5 Democrats typically being elected at one end of this regime to 7-8 being elected at the other end. Hence, under historic elections in which Democrats win $46 \%$ to $53 \%$ of the statewide vote, a typical map would gradually shift from around 4 Democrats in the NC congressional delegation to around 8 Democrats as the electorate changed is vote. This does not happen under the enacted plan with the elections considered. Instead, as described above, the
enacted map sticks at only 4 Democrats in North Carolina's congressional delegation under nearly all of these elections.
To better illuminate the structure responsible for making the enacted map an extreme outlier, we turn to the Rank Ordered Box plots already discussed in general in Section 3.4 and in the context of the state legislative maps in the previous sections. The plots show extreme packing of Democrats in the three most Democratic districts and depletion of Democrats from the


Figure 9.0.2: The Ranked Marginal Box-plots for the NC Congressional Plan. The ranked ordered marginals for the enacted map are shown in yellow. 50\% of the ensemble is contained within the box. Inside the first pair of tick marks is $80 \%$ of the data and inside the second set is $95 \%$ of the points.
next 7 to 9 most Democratic districts. The effect of this cracking and packing is the non-responsiveness seen in Figure 9.0.1.
Motivated by the cracking and packing of Democrats shown in Figure 9.0.1, we ask how common is such a highly polarized districts in our non-partisan ensemble of maps. The results are summarized in Table 4. They show that the Congressional map is not only non-responsive to the changing preferences of the electorate but it is also an extreme partisan gerrymander. Maps which lock in such an extreme partisan outcome do not occur in our ensemble.

| Election | Plans with the same <br> or more Dem (1-2) | Plans with the same <br> or more Rep (5-11) | Plans with the same <br> or more Dem (12-14) | Total Plans |
| :---: | :---: | :---: | :---: | :---: |
| LG16 | 18 | 0 | 0 | 79997 |
| PR16 | 0 | 0 | 0 | 79997 |
| CA20 | 0 | 0 | 0 | 79997 |
| TR20 | 0 | 0 | 0 | 79997 |
| LG20 | 0 | 0 | 0 | 79997 |
| USS20 | 0 | 0 | 0 | 79997 |
| CL20 | 0 | 0 | 0 | 79997 |
| PR20 | 0 | 0 | 0 | 79997 |
| AG20 | 0 | 0 | 0 | 79997 |
| AD20 | 0 | 0 | 0 | 79997 |
| SST20 | 0 | 0 | 0 | 79997 |
| GV20 | 0 | 0 | 0 | 79997 |
| CI20 | 0 | 0 | 0 | 79997 |
| USS16 | 0 | 0 | 0 | 79997 |
| GV16 | 1 |  | 0 | 79997 |
| AG16 | 15 |  |  | 79997 |

Table 4: Over the approximately 80,000 plans in our ensemble, we ask how many plans have (1) as high Democratic fraction in the two most Republican districts, (2) as small a fraction of Democrats in the 5th through 11th most Republican districts, and (3) have as high a Democratic fraction in the 12th through 14th most Republican districts. The answer is given in this table along with the total number of plans in our ensemble.

## 10 Congressional: Additional Details

### 10.1 Congressional Plan: Mathematical Description of Ensemble Distribution

In specifying our distribution, we have chosen to define explicit distributions and then use an implementation of the MetropolisHastings algorithm to generate the ensemble. We feel this choice promotes transparency because an explicit distribution can better be discussed and critiqued. It also allows us to more explicitly translate the policy considerations into the ensemble.

In order to formally define our distributions, the partition of the precinct adjacency graph into a spanning forest $\mathcal{T}$ with 14 district trees $\left\{\mathcal{T}_{1}, \cdots, \mathcal{T}_{14}\right\}$ corresponding to each district. Hence $\mathcal{T}=\left\{\mathcal{T}_{1}, \cdots, \mathcal{T}_{14}\right\}$ completely specifies the redistricting.

If we let $A_{j}(\mathcal{T})$ and $B_{j}(\mathcal{T})$ be respectively the surface area and perimeter (or length of the boundary) of the $j$-district then our compactness score is

$$
J_{\text {compact }}(\mathcal{T})=\sum_{j=1}^{14} \frac{A_{j}(\mathcal{T})}{B_{j}^{2}(\mathcal{T})} .
$$

Then the probability of drawing the spanning forest $\mathcal{T}$ is

$$
\operatorname{Prob}(\mathcal{T})= \begin{cases}\frac{1}{Z} e^{-w_{\text {compact }} J_{\text {compat }}(\mathcal{T})} & \text { for } \mathcal{T} \text { which is allowable } \\ 0 & \text { for } \mathcal{T} \text { which is not allowable }\end{cases}
$$

Here $Z$ is a number which makes the sum of $\operatorname{Prob}(\mathcal{T})$ over all spanning forests with 14 trees equal to one.
The collection of allowable spanning forests $\mathcal{T}$ is defined as those which produce redistricting plans which satisfy the following conditions:

1. all districts are connected
2. the populations of each district is within $\% 1$ of the ideal district population.
3. No more than 14 counties are split with no county split more once.
4. We minimize the occurrence of districts traversing county boundaries.


Figure 10.2.1: The yellow dots display the ordered Polsby-Popper score of the 14 districts in the enacted plan.

### 10.2 Congressional Plan: Additional Ensemble Statistics

In Figure 10.2.1, we give the box-plots for the ranked ordered marginal distribution for the compactness score, namely the Polsby-Popper score (see companion methods document). We compare the ensemble of plans with the enacted plan.

### 10.3 Congressional Plan: Convergence Tests

## A NC House: Ranked-Ordered Marginal Boxplots




- Ex. 4799 -


- Ex. 4800 -


- Ex. 4801 -


- Ex. 4802 -


- Ex. 4803 -


- Ex. 4804 -



## B NC Senate: Ranked-Ordered Marginal Boxplots




- Ex. 4806 -


- Ex. 4807 -


- Ex. 4808 -


- Ex. 4809 -


- Ex. 4810 -


- Ex. 4811 -



## C NC House: Additional Plots



Figure C.0.1: The Collected Seat Histograms for the Primary Ensemble on the NC House built from a collection of voting data generated via uniform swing.


Figure C.0.2: The Collected Seat Histograms for the Primary Ensemble on the NC House built from a collection of voting data generated via uniform swing.

## D NC Senate: Additional Plots



Figure D.0.1: The Collected Seat Histograms for the Primary Ensemble on the NC Senate built from a collection of voting data generated via uniform swing.

## E NC Congressional: Ranked-Ordered Marginal Boxplots



Figure D.0.2: The Collected Seat Histograms for the Primary Ensemble on the NC Senate built from a collection of voting data generated via uniform swing.


Figure E.0.1: something


Figure E.0.2: something


Figure E.0.3: something

- Ex. 4817 -

| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | \% of plans w/ $\leq$ Dems (First Cluster) | No. plans w/ $\geq$ Dems (Second Cluster) | $\begin{array}{lr} \text { \% } & \text { of } \\ \text { plans } \quad \text { w/ } \\ \geq \quad \text { Dems } \\ \text { (Second } \\ \text { Cluster) } \end{array}$ | Total Plans | First <br> Cluster | Second <br> Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 13507 | 16.9 | 16380 | 20.5 | 79997 | 1 | 2 |
| PR16 | 23688 | 29.6 | 25268 | 31.6 | 79997 | 1 | 2 |
| AD20 | 7579 | 9.47 | 13561 | 17.0 | 79997 | 1 | 2 |
| AG20 | 8831 | 11.0 | 14968 | 18.7 | 79997 | 1 | 2 |
| CA20 | 7818 | 9.77 | 12779 | 16.0 | 79997 | 1 | 2 |
| CL20 | 8308 | 10.4 | 14272 | 17.8 | 79997 | 1 | 2 |
| GV20 | 14684 | 18.4 | 19730 | 24.7 | 79997 | 1 | 2 |
| LG20 | 10040 | 12.6 | 15902 | 19.9 | 79997 | 1 | 2 |
| PR20 | 15099 | 18.9 | 19674 | 24.6 | 79997 | 1 | 2 |
| SST20 | 9265 | 11.6 | 15681 | 19.6 | 79997 | 1 | 2 |
| TR20 | 10164 | 12.7 | 16049 | 20.1 | 79997 | 1 | 2 |
| USS20 | 11197 | 14.0 | 16428 | 20.5 | 79997 | 1 | 2 |

Table 5: Alamance; house

| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | \% $\quad$ of <br> plans $\quad$ w/ <br> $\leq \quad$ Dems <br> (First <br> Cluster) | No. plans w/ $\geq$ <br> Dems (Second Cluster) | $\begin{aligned} & \text { \% of } \\ & \text { plans } \quad \text { w/ } \\ & \geq \quad \text { Dems } \\ & \text { (Second } \\ & \text { Cluster) } \end{aligned}$ | Total <br> Plans | First <br> Cluster | Second <br> Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 384 | 0.48 | 2281 | 2.85 | 79997 | 23 | 4 |
| PR16 | 288 | 0.36 | 4743 | 5.93 | 79997 | 23 | 4 |
| AD20 | 72 | 0.09 | 5122 | 6.4 | 79997 | 23 | 4 |
| AG20 | 64 | 0.08 | 5154 | 6.44 | 79997 | 23 | 4 |
| CA20 | 48 | 0.06 | 4227 | 5.28 | 79997 | 23 | 4 |
| CL20 | 56 | 0.07 | 4995 | 6.24 | 79997 | 23 | 4 |
| GV20 | 200 | 0.25 | 6254 | 7.82 | 79997 | 23 | 4 |
| LG20 | 80 | 0.1 | 5107 | 6.38 | 79997 | 23 | 4 |
| PR20 | 128 | 0.16 | 5842 | 7.3 | 79997 | 23 | 4 |
| SST20 | 72 | 0.09 | 5418 | 6.77 | 79997 | 23 | 4 |
| TR20 | 80 | 0.1 | 4755 | 5.94 | 79997 | 23 | 4 |
| USS20 | 56 | 0.07 | 4334 | 5.42 | 79997 | 23 | 4 |

Table 6: Brunswick-New Hanover; house

## F Cluster-by-cluster outlier analysis

We quantify the visual trends seen in the cluster-by-cluster ordered marginal vote distributions. Similar to the analysis in Table 4, we group ranked districts and inquire how many plans in the ensemble have an average Democratic vote fraction that is more toward the extremes than the enacted plan. In general, lower numbers in the tables below signify more atypical clusters.

$$
\text { - Ex. } 4818 \text { - }
$$

| Election | No. plans w/ $\leq$ Dems (First Cluster) | \% of <br> plans w/ $\leq$ Dems <br> (First <br> Cluster) | No. plans w/ $\geq$ Dems (Second Cluster) | $\begin{array}{lr} \begin{array}{l} \% \\ \text { plans } \end{array} & \text { of } \\ \geq \\ \geq \quad \text { Dems } \\ \hline \text { (Second } \\ \text { Cluster) } \\ \hline \end{array}$ | Total <br> Plans | First <br> Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 288 | 0.36 | 2406 | 3.01 | 79997 | 1 | 3 |
| PR16 | 848 | 1.06 | 3910 | 4.89 | 79997 | 1 | 3 |
| AD20 | 578 | 0.723 | 3738 | 4.67 | 79997 | 1 | 3 |
| AG20 | 657 | 0.821 | 3711 | 4.64 | 79997 | 1 | 3 |
| CA20 | 506 | 0.633 | 3072 | 3.84 | 79997 | 1 | 3 |
| CL20 | 573 | 0.716 | 3578 | 4.47 | 79997 | 1 | 3 |
| GV20 | 892 | 1.12 | 4803 | 6.0 | 79997 | 1 | 3 |
| LG20 | 642 | 0.803 | 3699 | 4.62 | 79997 | 1 | 3 |
| PR20 | 960 | 1.2 | 4790 | 5.99 | 79997 | 1 | 3 |
| SST20 | 546 | 0.683 | 3305 | 4.13 | 79997 | 1 | 3 |
| TR20 | 555 | 0.694 | 3295 | 4.12 | 79997 | 1 | 3 |
| USS20 | 541 | 0.676 | 3404 | 4.26 | 79997 | 1 | 3 |

Table 7: Buncombe; house

| Election | No. plans w/ $\geq$ <br> Dems <br> (First <br> Cluster) | $\begin{array}{lr} \begin{array}{l} \% \\ \text { plans } \end{array} & \text { w/ } \\ \geq \quad \text { Dems } \\ \geq(\text { First } \\ \text { Cluster) } \end{array}$ | No. plans w/ $\leq$ <br> Dems (Second Cluster) | $\begin{aligned} & \text { \% of } \\ & \text { plans } \quad \text { w/ } \\ & \leq \quad \text { Dems } \\ & \text { (Second } \\ & \text { Cluster) } \end{aligned}$ | Total Plans | First Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 12935 | 16.2 | 12183 | 15.2 | 79997 | 34 | 5 |
| PR16 | 13057 | 16.3 | 5371 | 6.71 | 79997 | 34 | 5 |
| AD20 | 12585 | 15.7 | 1657 | 2.07 | 79997 | 34 | 5 |
| AG20 | 12230 | 15.3 | 2081 | 2.6 | 79997 | 34 | 5 |
| CA20 | 12445 | 15.6 | 1573 | 1.97 | 79997 | 34 | 5 |
| CL20 | 12411 | 15.5 | 1785 | 2.23 | 79997 | 34 | 5 |
| GV20 | 12167 | 15.2 | 1489 | 1.86 | 79997 | 34 | 5 |
| LG20 | 12312 | 15.4 | 1789 | 2.24 | 79997 | 34 | 5 |
| PR20 | 12320 | 15.4 | 921 | 1.15 | 79997 | 34 | 5 |
| SST20 | 12059 | 15.1 | 1709 | 2.14 | 79997 | 34 | 5 |
| TR20 | 12102 | 15.1 | 1537 | 1.92 | 79997 | 34 | 5 |
| USS20 | 11901 | 14.9 | 1669 | 2.09 | 79997 | 34 | 5 |

Table 8: Cabarrus-Davie-Rowan-Yadkin; house

| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | $\begin{aligned} & \text { \% } \quad \text { of } \\ & \text { plans } \quad \text { w/ } \\ & \leq \quad \text { Dems } \\ & \text { (First } \\ & \text { Cluster) } \end{aligned}$ | No. plans w/ $\geq$ Dems (Second Cluster) | $\begin{aligned} & \% \\ & \text { \% of } \\ & \text { plans } \quad \text { w/ } \\ & \geq \quad \text { Dems } \\ & \text { (Second } \\ & \text { Cluster) } \end{aligned}$ | Total Plans | First Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 3767 | 4.71 | 13593 | 17.0 | 79997 | 2 | 34 |
| PR16 | 5414 | 6.77 | 13064 | 16.3 | 79997 | 2 | 34 |
| AD20 | 970 | 1.21 | 11880 | 14.9 | 79997 | 2 | 34 |
| AG20 | 899 | 1.12 | 11149 | 13.9 | 79997 | 2 | 34 |
| CA20 | 833 | 1.04 | 11167 | 14.0 | 79997 | 2 | 34 |
| CL20 | 341 | 0.426 | 10790 | 13.5 | 79997 | 2 | 34 |
| GV20 | 517 | 0.646 | 11339 | 14.2 | 79997 | 2 | 34 |
| LG20 | 346 | 0.433 | 10829 | 13.5 | 79997 | 2 | 34 |
| PR20 | 579 | 0.724 | 11315 | 14.1 | 79997 | 2 | 34 |
| SST20 | 1206 | 1.51 | 12333 | 15.4 | 79997 | 2 | 34 |
| TR20 | 587 | 0.734 | 10981 | 13.7 | 79997 | 2 | 34 |
| USS20 | 360 | 0.45 | 10674 | 13.3 | 79997 | 2 | 34 |

Table 9: Cumberland; house

| Election | No. plans w/ $\leq$ Dems (First Cluster) | $\begin{array}{lr} \text { \% } & \text { of } \\ \text { plans } & \text { w/ } \\ \leq \quad \text { Dems } \\ \text { (First } \\ \text { Cluster) } \end{array}$ | No. plans w/ $\geq$ Dems (Second Cluster) | $\begin{aligned} & \text { \% of } \\ & \text { plans } \quad \text { w/ } \\ & \geq \quad \text { Dems } \\ & \text { (Second } \\ & \text { Cluster) } \end{aligned}$ | Total <br> Plans | First <br> Cluster | Second <br> Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 46063 | 57.6 | 46238 | 57.8 | 79997 | 1 | 2 |
| PR16 | 43010 | 53.8 | 43894 | 54.9 | 79997 | 1 | 2 |
| AD20 | 41097 | 51.4 | 41193 | 51.5 | 79997 | 1 | 2 |
| AG20 | 38601 | 48.3 | 38516 | 48.1 | 79997 | 1 | 2 |
| CA20 | 39051 | 48.8 | 39158 | 48.9 | 79997 | 1 | 2 |
| CL20 | 38891 | 48.6 | 39038 | 48.8 | 79997 | 1 | 2 |
| GV20 | 38179 | 47.7 | 38073 | 47.6 | 79997 | 1 | 2 |
| LG20 | 38313 | 47.9 | 38392 | 48.0 | 79997 | 1 | 2 |
| PR20 | 38660 | 48.3 | 38492 | 48.1 | 79997 | 1 | 2 |
| SST20 | 41059 | 51.3 | 40686 | 50.9 | 79997 | 1 | 2 |
| TR20 | 38891 | 48.6 | 39342 | 49.2 | 79997 | 1 | 2 |
| USS20 | 38430 | 48.0 | 38734 | 48.4 | 79997 | 1 | 2 |


| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | $\begin{array}{lr} \text { \% } & \text { of } \\ \text { plans } & \text { w/ } \\ \leq \quad \text { Dems } \\ \text { (First } \\ \text { Cluster) } \\ \hline \end{array}$ | No. plans w/ $\geq$ <br> Dems (Second Cluster) | $\begin{array}{lr} \% & \text { of } \\ \text { plans } & \text { w/ } \\ \geq \quad \text { Dems } \\ \text { (Second } \\ \text { Cluster) } \end{array}$ | Total Plans | First Cluster | Second <br> Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 0 | 0.0 | 2768 | 3.46 | 79997 | 1 | 34 |
| PR16 | 0 | 0.0 | 409 | 0.511 | 79997 | 1 | 34 |
| AD20 | 0 | 0.0 | 274 | 0.343 | 79997 | 1 | 34 |
| AG20 | 0 | 0.0 | 312 | 0.39 | 79997 | 1 | 34 |
| CA20 | 0 | 0.0 | 929 | 1.16 | 79997 | 1 | 34 |
| CL20 | 0 | 0.0 | 417 | 0.521 | 79997 | 1 | 34 |
| GV20 | 0 | 0.0 | 232 | 0.29 | 79997 | 1 | 34 |
| LG20 | 0 | 0.0 | 328 | 0.41 | 79997 | 1 | 34 |
| PR20 | 0 | 0.0 | 96 | 0.12 | 79997 | 1 | 34 |
| SST20 | 0 | 0.0 | 296 | 0.37 | 79997 | 1 | 34 |
| TR20 | 0 | 0.0 | 280 | 0.35 | 79997 | 1 | 34 |
| USS20 | 0 | 0.0 | 497 | 0.621 | 79997 | 1 | 34 |

Table 11: Durham-Person; house

| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | $\begin{aligned} & \text { \% of } \\ & \text { plans } \quad \text { w/ } \\ & \leq \quad \text { Dems } \\ & \text { (First } \\ & \text { Cluster) } \\ & \hline \end{aligned}$ | No. plans w/ $\geq$ <br> Dems <br> (Second <br> Cluster) | $\begin{array}{lr} \text { \% of } \\ \text { plans } & \text { w/ } \\ \geq \quad \text { Dems } \\ \text { (Second } \\ \text { Cluster) } \\ \hline \end{array}$ | Total <br> Plans | First Cluster | Second <br> Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 1 | 0.00125 | 659 | 0.824 | 79997 | 123 | 45 |
| PR16 | 0 | 0.0 | 543 | 0.679 | 79997 | 123 | 45 |
| AD20 | 8 | 0.01 | 952 | 1.19 | 79997 | 123 | 45 |
| AG20 | 11 | 0.0138 | 1025 | 1.28 | 79997 | 123 | 45 |
| CA20 | 11 | 0.0138 | 1032 | 1.29 | 79997 | 123 | 45 |
| CL20 | 9 | 0.0113 | 995 | 1.24 | 79997 | 123 | 45 |
| GV20 | 8 | 0.01 | 982 | 1.23 | 79997 | 123 | 45 |
| LG20 | 8 | 0.01 | 980 | 1.23 | 79997 | 123 | 45 |
| PR20 | 8 | 0.01 | 893 | 1.12 | 79997 | 123 | 45 |
| SST20 | 0 | 0.0 | 912 | 1.14 | 79997 | 123 | 45 |
| TR20 | 9 | 0.0113 | 944 | 1.18 | 79997 | 123 | 45 |
| USS20 | 16 | 0.02 | 1106 | 1.38 | 79997 | 123 | 45 |

$$
\text { - Ex. } 4820 \text { - }
$$

| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | \% of <br> plans w/ $\leq$ Dems (First Cluster) | No. plans w/ $\geq$ Dems (Second Cluster) |  | Total <br> Plans | First <br> Cluster | Second <br> Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| PR16 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| AD20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| AG20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| CA20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| CL20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| GV20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| LG20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| PR20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| SST20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| TR20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| USS20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |


| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | \% of <br> plans w/ $\leq$ Dems (First Cluster) | No. plans w/ $\geq$ Dems (Second Cluster) | $\begin{array}{lr} \% & \text { of } \\ \text { plans } & \text { w/ } \\ \geq \quad \text { Dems } \\ \geq \\ \text { (Second } \\ \text { Cluster) } \\ \hline \end{array}$ | Total <br> Plans | First <br> Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 661 | 0.826 | 2 | 0.0025 | 79997 | 1234 | 5678 |
| PR16 | 168 | 0.21 | 6 | 0.0075 | 79997 | 1234 | 5678 |
| AD20 | 569 | 0.711 | 32 | 0.04 | 79997 | 1234 | 5678 |
| AG20 | 763 | 0.954 | 35 | 0.0438 | 79997 | 1234 | 5678 |
| CA20 | 1363 | 1.7 | 84 | 0.105 | 79997 | 1234 | 5678 |
| CL20 | 1146 | 1.43 | 72 | 0.09 | 79997 | 1234 | 5678 |
| GV20 | 396 | 0.495 | 40 | 0.05 | 79997 | 1234 | 5678 |
| LG20 | 700 | 0.875 | 36 | 0.045 | 79997 | 1234 | 5678 |
| PR20 | 202 | 0.253 | 19 | 0.0238 | 79997 | 1234 | 5678 |
| SST20 | 496 | 0.62 | 29 | 0.0363 | 79997 | 1234 | 5678 |
| TR20 | 975 | 1.22 | 88 | 0.11 | 79997 | 1234 | 5678 |
| USS20 | 1082 | 1.35 | 69 | 0.0863 | 79997 | 1234 | 5678 |

Table 14: Mecklenburg; house

| Election | No. plans w/ $\leq$ Dems (First Cluster) | \% of plans w/ $\leq$ Dems (First Cluster) | No. plans w/ $\geq$ <br> Dems (Second Cluster) | \% of plans w/ $\geq$ Dems (Second Cluster) | Total <br> Plans | First Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 1194 | 1.49 | 899 | 1.12 | 79997 | 1 | 2 |
| PR16 | 2115 | 2.64 | 1829 | 2.29 | 79997 | 1 | 2 |
| AD20 | 8230 | 10.3 | 4317 | 5.4 | 79997 | 1 | 2 |
| AG20 | 4434 | 5.54 | 2326 | 2.91 | 79997 | 1 | 2 |
| CA20 | 2295 | 2.87 | 1334 | 1.67 | 79997 | 1 | 2 |
| CL20 | 4069 | 5.09 | 2163 | 2.7 | 79997 | 1 | 2 |
| GV20 | 6311 | 7.89 | 3379 | 4.22 | 79997 | 1 | 2 |
| LG20 | 4123 | 5.15 | 2222 | 2.78 | 79997 | 1 | 2 |
| PR20 | 6573 | 8.22 | 3564 | 4.46 | 79997 | 1 | 2 |
| SST20 | 5386 | 6.73 | 2656 | 3.32 | 79997 | 1 | 2 |
| TR20 | 4243 | 5.3 | 2177 | 2.72 | 79997 | 1 | 2 |
| USS20 | 3799 | 4.75 | 2074 | 2.59 | 79997 | 1 | 2 |

- Ex. 4821 -

| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | \% of <br> plans w/ $\leq$ Dems <br> (First <br> Cluster) | No. plans w/ $\geq$ Dems (Second Cluster) | \% of plans w/ $\geq$ Dems (Second Cluster) | Total <br> Plans | First <br> Cluster | Second <br> Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 209 | 0.261 | 6107 | 7.63 | 79997 | 12 | $\begin{aligned} & 345678 \\ & 9 \end{aligned}$ |
| PR16 | 160 | 0.2 | 4317 | 5.4 | 79997 | 12 | $\begin{aligned} & 345678 \\ & 9 \end{aligned}$ |
| AD20 | 240 | 0.3 | 4968 | 6.21 | 79997 | 12 | $\begin{aligned} & 345678 \\ & 9 \end{aligned}$ |
| AG20 | 230 | 0.288 | 4728 | 5.91 | 79997 | 12 | $\begin{aligned} & 345678 \\ & 9 \end{aligned}$ |
| CA20 | 1151 | 1.44 | 15113 | 18.9 | 79997 | 12 | $\begin{aligned} & 345678 \\ & 9 \end{aligned}$ |
| CL20 | 337 | 0.421 | 6643 | 8.3 | 79997 | 12 | $\begin{aligned} & 345678 \\ & 9 \end{aligned}$ |
| GV20 | 225 | 0.281 | 3777 | 4.72 | 79997 | 12 | $\begin{aligned} & 345678 \\ & 9 \end{aligned}$ |
| LG20 | 298 | 0.373 | 5552 | 6.94 | 79997 | 12 | $\begin{aligned} & 345678 \\ & 9 \end{aligned}$ |
| PR20 | 241 | 0.301 | 4462 | 5.58 | 79997 | 12 | $\begin{aligned} & 345678 \\ & 9 \end{aligned}$ |
| SST20 | 291 | 0.364 | 4572 | 5.72 | 79997 | 12 | $\begin{aligned} & 345678 \\ & 9 \end{aligned}$ |
| TR20 | 377 | 0.471 | 7229 | 9.04 | 79997 | 12 | $\begin{aligned} & 345678 \\ & 9 \end{aligned}$ |
| USS20 | 354 | 0.443 | 6912 | 8.64 | 79997 | 12 | $\begin{aligned} & 345678 \\ & 9 \end{aligned}$ |

Table 16: Wake; house

| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | \% of <br> plans w/ $\leq$ Dems (First Cluster) | No. plans w/ $\geq$ <br> Dems (Second Cluster) | $\begin{aligned} & \begin{array}{l} \% \\ \text { plans } \\ \text { of } \\ \geq \quad \text { wems } \\ \hline \text { (Second } \\ \text { Cluster) } \end{array} \\ & \hline \end{aligned}$ | Total <br> Plans | First <br> Cluster | Second <br> Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 48 | 0.06 | 0 | 0.0 | 79997 | 1 | 2 |
| PR16 | 48 | 0.06 | 48 | 0.06 | 79997 | 1 | 2 |
| AD20 | 48 | 0.06 | 48 | 0.06 | 79997 | 1 | 2 |
| AG20 | 48 | 0.06 | 48 | 0.06 | 79997 | 1 | 2 |
| CA20 | 48 | 0.06 | 48 | 0.06 | 79997 | 1 | 2 |
| CL20 | 48 | 0.06 | 48 | 0.06 | 79997 | 1 | 2 |
| GV20 | 48 | 0.06 | 48 | 0.06 | 79997 | 1 | 2 |
| LG20 | 48 | 0.06 | 48 | 0.06 | 79997 | 1 | 2 |
| PR20 | 48 | 0.06 | 48 | 0.06 | 79997 | 1 | 2 |
| SST20 | 48 | 0.06 | 48 | 0.06 | 79997 | 1 | 2 |
| TR20 | 48 | 0.06 | 48 | 0.06 | 79997 | 1 | 2 |
| USS20 | 48 | 0.06 | 48 | 0.06 | 79997 | 1 | 2 |

- Ex. 4822 -

| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | \% of plans w/ $\leq$ Dems (First Cluster) | No. plans w/ $\geq$ <br> Dems <br> (Second <br> Cluster) |  | Total <br> Plans | First <br> Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 855 | 1.07 | 3472 | 4.34 | 79997 | 1 | 2 |
| PR16 | 600 | 0.75 | 1822 | 2.28 | 79997 | 1 | 2 |
| AD20 | 506 | 0.633 | 1745 | 2.18 | 79997 | 1 | 2 |
| AG20 | 595 | 0.744 | 2455 | 3.07 | 79997 | 1 | 2 |
| CA20 | 570 | 0.713 | 2521 | 3.15 | 79997 | 1 | 2 |
| CL20 | 550 | 0.688 | 2191 | 2.74 | 79997 | 1 | 2 |
| GV20 | 471 | 0.589 | 1496 | 1.87 | 79997 | 1 | 2 |
| LG20 | 485 | 0.606 | 1967 | 2.46 | 79997 | 1 | 2 |
| PR20 | 447 | 0.559 | 1392 | 1.74 | 79997 | 1 | 2 |
| SST20 | 515 | 0.644 | 1827 | 2.28 | 79997 | 1 | 2 |
| TR20 | 646 | 0.808 | 2696 | 3.37 | 79997 | 1 | 2 |
| USS20 | 498 | 0.623 | 2174 | 2.72 | 79997 | 1 | 2 |

Table 18: Forsyth-Stokes; senate

| Election | No. plans w/ $\leq$ Dems (First Cluster) | \% of <br> plans w/ $\leq$ Dems <br> (First <br> Cluster) | No. plans w/ $\geq$ Dems (Second Cluster) |  | Total <br> Plans | First Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 0 | 0.0 | 6 | 0.015 | 39991 | 12 | 3456 |
| PR16 | 0 | 0.0 | 3 | 0.0075 | 39991 | 12 | 3456 |
| AD20 | 0 | 0.0 | 0 | 0.0 | 39991 | 12 | 3456 |
| AG20 | 0 | 0.0 | 0 | 0.0 | 39991 | 12 | 3456 |
| CA20 | 0 | 0.0 | 9 | 0.0225 | 39991 | 12 | 3456 |
| CL20 | 0 | 0.0 | 4 | 0.01 | 39991 | 12 | 3456 |
| GV20 | 0 | 0.0 | 0 | 0.0 | 39991 | 12 | 3456 |
| LG20 | 0 | 0.0 | 0 | 0.0 | 39991 | 12 | 3456 |
| PR20 | 0 | 0.0 | 0 | 0.0 | 39991 | 12 | 3456 |
| SST20 | 0 | 0.0 | 0 | 0.0 | 39991 | 12 | 3456 |
| TR20 | 0 | 0.0 | 5 | 0.0125 | 39991 | 12 | 3456 |
| USS20 | 0 | 0.0 | 4 | 0.01 | 39991 | 12 | 3456 |

Table 19: Granville-Wake; senate

| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | $\begin{aligned} & \text { \% of } \\ & \text { plans } \quad \text { w/ } \\ & \leq \quad \text { Dems } \\ & \text { (First } \\ & \text { Cluster) } \\ & \hline \end{aligned}$ | No. plans w/ $\geq$ <br> Dems <br> (Second <br> Cluster) | $\begin{array}{lr} \% & \text { of } \\ \text { plans } & \text { w/ } \\ \geq \quad \text { Dems } \\ \text { (Second } \\ \text { Cluster) } \\ \hline \end{array}$ | Total Plans | First Cluster | Second <br> Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 0 | 0.0 | 13 | 0.0163 | 79997 | 1 | 3 |
| PR16 | 0 | 0.0 | 13 | 0.0163 | 79997 | 1 | 3 |
| AD20 | 0 | 0.0 | 54 | 0.0675 | 79997 | 1 | 3 |
| AG20 | 0 | 0.0 | 33 | 0.0413 | 79997 | 1 | 3 |
| CA20 | 0 | 0.0 | 15 | 0.0188 | 79997 | 1 | 3 |
| CL20 | 0 | 0.0 | 23 | 0.0288 | 79997 | 1 | 3 |
| GV20 | 0 | 0.0 | 56 | 0.07 | 79997 | 1 | 3 |
| LG20 | 0 | 0.0 | 22 | 0.0275 | 79997 | 1 | 3 |
| PR20 | 0 | 0.0 | 59 | 0.0738 | 79997 | 1 | 3 |
| SST20 | 0 | 0.0 | 32 | 0.04 | 79997 | 1 | 3 |
| TR20 | 0 | 0.0 | 20 | 0.025 | 79997 | 1 | 3 |
| USS20 | 0 | 0.0 | 23 | 0.0288 | 79997 | 1 | 3 |

- Ex. 4823 -

| Election | No. plans w/ $\leq$ Dems (First Cluster) | \% of plans w/ $\leq$ Dems (First Cluster) | No. plans w/ $\geq$ Dems (Second Cluster) | \% of plans w/ $\geq$ Dems (Second Cluster) | Total <br> Plans | First <br> Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LG16 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| PR16 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| AD20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| AG20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| CA20 | 0 | 0.0 | 8 | 0.01 | 79997 | 12 | 3456 |
| CL20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| GV20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| LG20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| PR20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| SST20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
| TR20 | 0 | 0.0 | 8 | 0.01 | 79997 | 12 | 3456 |
| USS20 | 0 | 0.0 | 0 | 0.0 | 79997 | 12 | 3456 |
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Mattingly Figure 4.3.1: Senate


Mattingly Figure 4.3.2: House


Mattingly Figure 5.1.1: The Collected Seat Histogram for the Primary Ensemble on the NC House. The individual histograms give the frequency of the Democratic seat count for each of the statewide elections considered from the years 2016 and 2020. The histograms are organized vertically based on the statewide partisan vote fraction for each election. The more Republican elections are placed lower on the plot while more Democratic elections are placed higher. Three dotted lines denote the boundary between where the supermajorities and simple majorities are in force. The yellow dot represents the enacted plan.

| $\%$ Dem | Election | $\%$ Outlier | \# Outlier | \# Samples |
| :---: | :---: | :---: | ---: | ---: |
| $52.32 \%$ | GV20 | $0.118 \%$ | 118 | 100000 |
| $51.21 \%$ | SST20 | $0.000 \%$ | 0 | 100000 |
| $50.88 \%$ | AD20 | $0.007 \%$ | 7 | 100000 |
| $50.20 \%$ | AG16 | $0.451 \%$ | 451 | 100000 |
| $50.13 \%$ | AG20 | $0.005 \%$ | 5 | 100000 |
| $50.05 \%$ | GV16 | $0.399 \%$ | 399 | 100000 |
| $49.36 \%$ | PR20 | $0.007 \%$ | 7 | 100000 |
| $49.22 \%$ | CL20 | $0.759 \%$ | 759 | 100000 |
| $49.14 \%$ | USS20 | $0.012 \%$ | 12 | 100000 |
| $48.40 \%$ | LG20 | $0.009 \%$ | 9 | 100000 |
| $48.27 \%$ | CL20 | $0.461 \%$ | 461 | 100000 |
| $47.47 \%$ | TR20 | $5.569 \%$ | 5569 | 100000 |
| $46.98 \%$ | USS16 | $3.066 \%$ | 3066 | 100000 |
| $46.59 \%$ | LG16 | $11.778 \%$ | 11778 | 100000 |
| $46.15 \%$ | CA20 | $0.094 \%$ | 94 | 100000 |

Mattingly Table 1: NC House Collected Seat Histogram Outlier Data. Starting from the left, the first column gives the statewide partisan makeup of the election under consideration whose abbreviation is given in the second column from the left. The right most column gives the total number of plans in the ensemble considered which is 100,000 . The second column from the right gives the number of those 100,000 plans which elect the same or less Democrats under the given election. These are the plans which are as much or more of an outlier than the enacted map. The middle column is the percentage of plans which are more or equal of an outlier. (It is calculated by dividing the 2nd column from the right by 100,000 and multiplying by 100 to make a percentage.) The extremely low percentages in the middle column shows that the enacted plan is an extreme outlier across many different electoral settings.


Mattingly Figure 5.1.2: The individual histograms give the frequency of the Democratic seat count in the ensemble for each of the shown statewide elections, with a uniform swing. The histograms are organized vertically based on the statewide partisan vote fraction. The more Republican swings are placed lower on the plot while more Democratic swings are placed higher. Three dotted lines denote the boundary between where the supermajorities and simple majorities are in force. The yellow dot is the enacted plan.


Mattingly Figure 5.1.3: The individual histograms give the frequency of the Democratic seat count in the ensemble for each of the shown statewide elections, with a uniform swing. The histograms are organized vertically based on the statewide partisan vote fraction. The more Republican swings are placed lower on the plot while more Democratic swings are placed higher. Three dotted lines denote the boundary between where the supermajorities and simple majorities are in force. The yellow dot is the enacted plan.


Mattingly Figure 5.1.4: The yellow dots represent the democratic vote fraction of the enacted map under the PR20 vote count when the district are ordered from most Republican on the left to most Democratic in vote share on the right. The box-plots show the range of the same statistic plotted over the primary ensemble. From around the 60th to 80th district the yellow dots all well below the boxplots of the ensemble. This result is that many dots fall well below the dotted $50 \%$ line than usually would; and hence more Republicans are elected than typical. To achieve this effect, the fraction of Democrats is increased in the already strongly democratic districts ranging from the 90th to 105th most Democratic districts. This structure does not exist in the non-partisan ensemble and is responsible for the map's extreme outlier behavior.


Mattingly Figure 5.1.5: A similar structure to that seen in Figure 5.1.4 is repeated here. The low 50s to the high 70s have had the number of democrats depleted while the districts from the high80s to around 105 have an excess of Democrats.


Mattingly Figure 5.1.6: Mirroring what was seen in Figure 5.1.4 and Figure 5.1.5, we have abnormally few Democrats from around the 60th to the 80th most Republican and abnormally many Democrats packed in the districts in the low 90s to the just below 110.


Mattingly Figure 5.1.7: The Collected Seat Histogram for the Primary Ensemble on the NC House with incumbency considerations added. See Figure 5.1.1 for full description.


Mattingly Figure 5.1.8: The Collected Seat Histogram for the Secondary Ensemble on the NC House. The Secondary Ensemble for the NC House is centered on distributions which better preserve municipalities than the enacted plan. See Figure 5.1.1 for full description.

| $\%$ Dem | Election | \% Outlier | \# Outlier | \# Samples |
| :--- | :---: | :---: | ---: | ---: |
| $52.32 \%$ | GV20 | $16.343 \%$ | 16343 | 100000 |
| $51.21 \%$ | SST20 | $35.184 \%$ | 35184 | 100000 |
| $50.88 \%$ | AD20 | $42.880 \%$ | 42880 | 100000 |
| $50.20 \%$ | AG16 | $12.129 \%$ | 12129 | 100000 |
| $50.13 \%$ | AG20 | $4.332 \%$ | 4332 | 100000 |
| $50.05 \%$ | GV16 | $0.075 \%$ | 75 | 100000 |
| $49.36 \%$ | PR20 | $6.220 \%$ | 6220 | 100000 |
| $49.22 \%$ | CL20 | $5.365 \%$ | 5365 | 100000 |
| $49.14 \%$ | USS20 | $14.052 \%$ | 14052 | 100000 |
| $48.40 \%$ | LG20 | $0.000 \%$ | 0 | 100000 |
| $48.27 \%$ | CI20 | $0.322 \%$ | 322 | 100000 |
| $47.47 \%$ | TR20 | $5.726 \%$ | 5726 | 100000 |
| $46.98 \%$ | USS16 | $43.176 \%$ | 43176 | 100000 |
| $46.59 \%$ | LG16 | $44.943 \%$ | 44943 | 100000 |
| $46.15 \%$ | CA20 | $1.123 \%$ | 1123 | 100000 |

Mattingly Table 2: NC Senate Collected Seat Histogram Outlier Data. Starting from the left, the first column gives the statewide partisan makeup of the election under consideration whose abbreviation is given in the second column from the left. The right most column gives the total number of plans in the ensemble considered which is 100,000 . The second column from the right gives the number of those 100,000 plans which elect the same or less Democrats under the given election. These are the plans which are as much or more of an outlier than the enacted map. The middle column is the percentage of plans which are more or equal of an outlier. (It is calculated by dividing the 2nd column from the right by 100,000 and multiplying by 100 to make a percentage.) The number of fairly small to extremely small percentage in the middle column between $50.13 \%$ (AG20) and $47.47 \%$ (TR20) are another signature of the anomalous behavior seen visually in Figure 5.2.1 over the same range of vote percentages.


Mattingly Figure 5.2.1: The Collected Seat Histogram for the Primary Ensemble on the NC Senate. The individual histograms give the frequency of the Democratic seat count for each of the statewide elections considered from the years 2016 and 2020. The histograms are organized vertically based on the statewide partisan vote fraction for each election. The more Republican elections are placed lower on the plot while more Democratic elections are placed higher. Three dotted lines denote the boundary between where the supermajorities and simple majorities are in force.


Mattingly Figure 5.2.2: The Collected Seat Histograms for the Primary Ensemble on the NC Senate built from a collection of voting data generated via uniform swing.


Mattingly Figure 5.2.3: The yellow dots represent the democratic vote fraction of the enacted map under the USS20 vote count when the district are ordered from most Republican on the left to most Democratic in vote share on the right. The box-plots show the range of the same statistic plotted over the primary ensemble. Essentially all of the districts between the 15th most Republican and the 33rd most Republican have abnormally few Democrats. This is compensated by packing abnormally many Democrats the 35th to the 47th most Republican districts. This structure is an extreme outlier and does not occur in the ensemble.


Mattingly Figure 5.2.4: A similar structure to that seen in Figure 5.2.3 is repeated here over a nearly identical range of districts.


Mattingly Figure 5.2.5: A similar structure to that seen in Figure 5.2.3 is repeated here.


Mattingly Figure 5.2.6: The Collected Seat Histogram for the Primary Ensemble on the NC Senate with incumbency considerations added. See Figure 5.1.1 for full description.


Mattingly Figure 5.2.7: The Collected Seat Histogram for the Secondary Ensemble on the NC Senate. The Secondary Ensemble for the NC Senate is centered on distributions which do not explicitly consider municipality preservation. See Figure 5.1.1 for full description.

- Ex. 4853 -


Mattingly Figure 6.1.1: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

- Ex. 4854 -


Mattingly Figure 6.1.4: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

- Ex. 4855 -


Districts ordered from least to most Democratic
Matched

- Enacted

FORSYTH-STOKES

Mattingly Figure 6.1.7: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

- Ex. 4856 -


Mattingly Figure 6.1.10: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

- Ex. 4857 -


Mattingly Figure 6.1.13: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

- Ex. 4858 -


Mattingly Figure 6.1.16: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

- Ex. 4859 -


Mattingly Figure 6.1.19: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

- Ex. 4860 -


Mattingly Figure 6.1.22: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

- Ex. 4861 -


Mattingly Figure 6.1.25: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.


Mattingly Figure 6.1.28: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.


Matched

- Enacted


## Districts ordered from least to most Democratic

CABARRUS-DAVIE-ROWAN-YADKIN

Mattingly Figure 6.1.31: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.


Mattingly Figure 6.1.34: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.


Mattingly Figure 6.2.1: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

- Ex. 4866 -


Mattingly Figure 6.2.4: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

- Ex. 4867 -


Mattingly Figure 6.2.7: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

- Ex. 4868 -


Mattingly Figure 6.2.10: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

- Ex. 4869 -


Mattingly Figure 6.2.13: Shown are the distributions of the Democratic vote fraction of the districts in the plan when ordered from most Republican (on the left) to most Democrat (on the right). The " - " on each marginal histogram denotes the vote fraction of the corresponding district in the enacted plan. The numbers along the horizontal axis give the district numbers in the enacted plan corresponding to the " - ". This plot uses the Primary ensemble which was tuned to match the municipal preservation of the enacted plan.

|  | Enacted Cluster 1 | Enacted Cluster 2 | Alternative Cluster 1 | Alternative Cluster 2 |
| :---: | :---: | :---: | :---: | :---: |
| County Clusters | Martin, Warren, Halifax, Hyde, Pamlico, Chowan, Washington, Carteret | Gates Currituck <br> Pasquotank Dare <br> Bertie Cam- <br> den Perquimans <br> Hertford Tyrrell <br> Northampton  | Pasquotank, Dare, <br> Perquimans, <br> Hyde, Pamlico, Chowan, Washington, Carteret | Gates, Currituck, <br> Camden, Bertie, <br> Warren, Halifax, <br> Hertford, Tyrrell, <br> Northampton,  <br> Martin  |
| Democratic Vote \%(LG16) | 46.07\% | 47.74\% | 38.51\% | 55.42\% |
| Democratic Vote \% (PR16) | 45.60\% | 46.70\% | 37.83\% | 54.59\% |
| Democratic Vote \% (CA20) | 42.28\% | 44.47\% | 36.48\% | 50.75\% |
| Democratic Vote \% (USS20) | 45.31\% | 45.36\% | 38.45\% | 52.75\% |
| Democratic Vote \% (TR20) | 44.12\% | 44.58\% | 37.61\% | 51.59\% |
| Democratic Vote \% (GV20) | 46.79\% | 47.56\% | 40.75\% | 54.12\% |
| Democratic Vote \% (AD20) | 47.79\% | 47.72\% | 41.02\% | 54.99\% |
| Democratic Vote \% (SST20) | 47.56\% | 47.85\% | 41.03\% | 54.89\% |
| Democratic Vote \% (AG20) | 45.88\% | 46.11\% | 39.15\% | 53.40\% |
| Democratic Vote \% (PR20) | 44.09\% | 45.54\% | 38.30\% | 51.84\% |
| Democratic Vote \% (LG20) | 43.80\% | 45.12\% | 37.74\% | 51.69\% |
| Democratic Vote \% (CL20) | 45.23\% | 46.42\% | 39.12\% | 52.00\% |

# Mattingly Table 3: Voting History for the two different choices of county grouping for the northeast corner in the NC Senate. 



Mattingly Figure 9.0.1: Each histogram represents the range and distribution of possible Democratic seats won in the ensemble of plans; the height is the relative probability of observing the result. The yellow dots represent the results from the enacted congressional plan under the various historic votes.


Mattingly Figure 9.0.2: The Ranked Marginal Box-plots for the NC Congressional Plan. The ranked ordered marginals for the enacted map are shown in yellow. $50 \%$ of the ensemble is contained within the box. Inside the first pair of tick marks is $80 \%$ of the data and inside the second set is $95 \%$ of the points.

| Election | Plans with the same <br> or more Dem (1-2) | Plans with the same <br> or more Rep (5-11) | Plans with the same <br> or more Dem (12-14) | Total Plans |
| :---: | :---: | :---: | :---: | :---: |
| LG16 | 18 | 0 | 0 | 79997 |
| PR16 | 0 | 0 | 0 | 79997 |
| CA20 | 0 | 0 | 0 | 79997 |
| TR20 | 0 | 0 | 0 | 79997 |
| LG20 | 0 | 0 | 0 | 79997 |
| USS20 | 0 | 0 | 0 | 79997 |
| CL20 | 0 | 0 | 0 | 79997 |
| PR20 | 0 | 0 | 0 | 79997 |
| AG20 | 0 | 0 | 0 | 79997 |
| AD20 | 0 | 0 | 0 | 79997 |
| SST20 | 0 | 0 | 0 | 79997 |
| GV20 | 0 | 0 | 0 | 79997 |
| CI20 | 0 | 0 | 0 | 79997 |
| USS16 | 0 | 0 | 0 | 79997 |
| GV16 | 1 |  | 0 | 79997 |
| AG16 | 15 |  | 79997 |  |

Mattingly Table 4: Over the approximately 80,000 plans in our ensemble, we ask how many plans have (1) as high Democratic fraction in the two most Republican districts, (2) as small a fraction of Democrats in the 5th through 11th most Republican districts, and (3) have as high a Democratic fraction in the 12th through 14th most Republican districts. The answer is given in this table along with the total number of plans in our ensemble.
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## 1 Introduction

The report by Dr. Michael Barber begins with a discussion of the political geography of the state of North Carolina. He emphasizes the heterogeneity of the state. While he points out the strengths of ensemble methods to separate the effect of natural clustering of votes and other effects due to political geography, Dr. Barber limits its use to analysis of the individual county clusters. Similarly, though he uses a collection of election data at the cluster level, he does not consider a diverse collection of election analyses both at the cluster level and when performing his statewide analysis. Rather, he restricts himself to a single summary statistic, namely, counting the number of Democratic-leaning districts at the individual cluster level based primarily on a composite election obtained through averaging several past statewide elections.
We complete the missing parts of Dr. Barber's analysis using data directly from his report when possible. When needed, we augment this data with an ensemble of maps obtained by running Dr. Barber's code. From this completed analysis, we see that Dr. Barber's ensemble shows both the Enacted NC House and the Enacted NC Senate to be extreme partisan outliers with a clear and systematic tilt in favor of electing Republicans.
When we focus on the structure of the enacted maps in the county clusters under Dr. Barber's analysis, we again see the same structures we observed using the Primary Ensembles from our initial report. These structures showed the enacted map to be an extreme outlier. Due to time constraints, we did not complete cluster level analysis on all clusters using Dr. Barber's simulations; we have, however, performed a cluster level analysis on a diverse collection of clusters in the NC House. Our cluster level analysis considers not only seat counts, but also the margins of victory within those seats. By examining the margins, we identify extreme partisan behavior at the cluster level using the very sampling code that Dr. Barber created.
We conclude that Dr. Barber's ensembles provide another independent verification that the enacted plans for the NC House and NC Senate are extreme gerrymanders.

## 2 Comment on Political Geography of State

In Section 3 of Dr. Barber's report, he discusses the political geography of the state. He made a number of statewide evaluations of the partisan structure using a single average of 11 statewide elections from 2014-2020. As his analysis in
later sections makes clear, the political climate varies significantly from year to year and election to election. The average of these elections creates a new set of voting data, possibly quite district from those averaged to create it. I see no reason to elevate the behavior and properties of a map under the one particular political environment signified by this vote over other elections. It is important that the map used to translate our election votes into elected officials act in a non-biased way across a number of elections which represent different political climates seen in North Carolina, not just one.

In the rest of the report, Dr. Barber does switch to considering a number of distinct elections. However, he does not return to any aggregate statewide discussion using these individual elections and the diversity of election environments they represent. He does firmly endorse the use of a computer drawn ensemble of maps to create a base line against which the enacted map can be compared. He correctly represents that this method has the advantage of taking into account all of the political geography of the state, such as the concentrating of particular voters in some regions of the state or the preservation of counties and the like. Hence, when a map is an outlier compared to a computer drawn ensemble, these natural clustering or political geography considerations cannot be the explanation.

Dr. Barber never conducts any statewide analysis under his ensemble using different election results. However, all of the components necessary to perform such analysis are present in his report. Utilizing Dr. Barber's cluster-by-cluster ensembles, we complete the absent statewide analysis to examine the number of Democratic leaning seats under various elections. This analysis demonstrates that the enacted map is an extreme outlier when compared to Dr. Barber's ensemble.

## 3 Nonpartisan Ensemble Generated by Dr. Barber

In analyzing the North Carolina State House and Senate maps, Dr. Michael Barber generates an ensemble of non-partisan redistricting maps via the Sequential Monte Carlo (SMC) procedure in the redist R-package developed and maintained by a research group at Harvard University. When used to sample from a known distribution in a moderate sized problem, this method has been shown to faithfully sample the target distribution. This was validated on moderate sized examples using an enumeration algorithm developed by the same group that developed the redist R-package at Harvard. The method we used has similarly been validated using this and other methods. Dr. Barber used the ensemble method only at the cluster level and does not use it to perform a statewide analysis based on a statewide ensemble. Rather he just summarizes the cluster by cluster results in a few tables (Table 2 and Table 32) instead of performing any analysis which would show the cumulative effect at the statewide level. The coin flipping analogy we offer below shows why this is so inadequate. In utilizing Dr. Barber's ensemble, we demonstrate that he would have concluded the enacted map was an extreme outlier at the statewide level. This is not an endorsement of any of the particular algorithm choices he has made, but rather to demonstrate that this conclusion is available from his findings.

By taking the percentages in the cluster-by-cluster tables in Dr. Barber's report, we were able to perform the statewide analysis he neglected using his data. We were also able to perform this for the collection of different statewide elections Dr. Barber used in his analysis. This allowed us to see the behavior of the maps under different types of elections. Both of these considerations are important and we briefly discuss them individually before turning to the statewide analysis using Dr. Barber's data.

- Importance of statewide analysis: Dr. Barber analyzes each cluster one-by-one and concludes that the majority of them are not extreme outliers so under his election composite the map is not an outlier. However, in almost every case, he finds that the more Republican of the non-outlying options is selected. Consider the following analogy. Someone flips a coin that they claim is fair but is in fact biased to produce heads more often. They flip the coin and produce 40 heads and zero tails. On each flip, the chance of getting a head from a fair coin is $50 \%$. Hence the outcome on each flip is not that surprising. Dr. Barber's analysis is analogous to looking at each flip alone and then claiming that the coin is fair because the outcome was a head and the chance of a fair coin producing a head was reasonable. However, taking a more global view one can an easily see that the chance of getting 40 heads in a row is astronomically small. And thus, one can conclude the coin is biased. This would even be true if there were only 35 heads and 5 tails.

Analogously, each cluster taken individually might not be an extreme outlier, but it is extremely unlikely that all of these clusters woud exist together in a statewide map drawn without partisan intent.

We will also see that some of the local clusters are extreme outliers in their own right using Dr. Barber's data and extending his analysis to look at the margins of victory (or the extent of the partisan lean) rather than only focusing on the number of seats won by either party (or the direction of the partisan lean). This extended analysis agrees with the finding in our initial report.

- Often extreme behavior is apparent in only some elections: If one wanted to rig a card game by colluding with some of the other players, the group would only need to act when none of the group was going to win. The group need only act when cards were aligned against them. Hence, the behavior of a gerrymandered map might appear typical in settings where the gerrymandering party is content with the outcome that one would typically expect without gerrymandering. Furthermore, it is possible that whatever system the card players are using is not sufficient to counteract some hands. In other words, even a card player that is cheating might not be able to win when their opponent draws a royal flush. Hence, it is not to be expected that in all cases a gerrymandered map is effective in supporting the gerrymandering party.
In particular, one can not simply declare that a map is not gerrymandered because it is fair in some fraction (even a relatively large fraction) of the election environments. If it is clearly gerrymandered in some reasonable and pertinent election environments, then the map should be seen as gerrymandered. To do otherwise would be to argue that a casino would be happy with card players who only cheated $30 \%$ of the time and in particular did not cheat when they were already winning or had an unsalvageable hand.

In addition to generating a statewide analysis using the actual data from Dr. Barber's report, we also employ ensembles generated from the redist code base, set up according to Dr. Barber's analysis scripts. ${ }^{1}$ We then show that well-established methods of probing for gerrymandering reveal that many of the individual clusters are indeed extreme gerrymanders. In doing so, we consider the partisan seat counts of each party and also extend the analysis to consider how the seats are won. The latter is important as it shows the degree that a given district is politically safe as well as determines how future political swings, unseen at present, might affect political outcomes. For example, atypically polarized districts can lead to maps which do not respond to the shifts in the electorate's preferences, and effectively lock in a particular outcome. Additionally, when a map has an extremely partisan structure, this can speak to the intent of the map makers even if the structure would be unlikely to affect some collection of elections such as wave elections in favor of the gerrymandering party.
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## 4 Statewide Analysis of Dr. Barber's Ensemble of NC House Plans

Within each cluster, Dr. Barber presents the fraction of plans in his ensembles that would lead to a certain number of Democratic districts under each set of historic and averaged vote counts. These tables can be used to construct the probability of drawing a non-partisan plan at the statewide level that would yield a certain number of Democratic leaning districts under various elections.

Beginning with his averaged statewide vote counts, we construct the statewide probabilities of electing various numbers of representatives and present them in Figure 1 in terms of the number of Democrats elected. Only $0.177 \%$ of all of the plans in Dr. Barber's ensemble elect the same or more Republicans than the enacted plan.

Note that our count of Democrats elected includes the Democrats elected in single-district clusters, which are omitted from Dr. Barber's Table 2. So our Figure 1 reports that the enacted plan elects 49 Democrats under Dr. Barber's composite of elections, which is the four Democrats elected in single-district clusters that Dr. Barber reports in his Table 1 plus the 45 Democrats elected in multi-district clusters that Dr. Barber reports in his Table 2.

We repeat the above analysis with the 2016 and 2020 election data used by Dr. Barber. The only supplemental data we introduce is the number of single district Democratic clusters in each election which we have taken from our previous analysis. We summarize the 10 elections in Figure 2 and Table 1.

As in our previous analysis, we find that the outlier status of the ensemble has a significant impact on the amount of power the Republicans can amass in the House. For example, under the votes of the 2020 Lt. Governor race, 2016 Presidential race, and 2020 US Senate race, the ensemble breaks a Republican supermajority in $99.3937 \%, 98.976$, and $99.992 \%$ of the plans in Dr. Barber's ensemble, respectively. However, the enacted plan would elect a Republican supermajority under each of these votes. Similarly, under the 2020 Governor race, the Republican majority would have been broken in $96.42 \%$ of the plans in Dr Barber's ensemble, yet they would have maintained the majority using the enacted map under these votes.


Figure 1: We compare Dr. Barber's statewide ensemble with the enacted plan under the Averaged election results used in his report. We find that only $0.177 \%$ of all of the plans in his ensemble would elect the same or more Republicans.

| Election | Statewide Dem. Vote | $\%$ of Dr. Barber's Plans <br> electing the same or more <br> Republicans than the en- <br> acted plan |
| :--- | :--- | :--- |
| Barber's Average Vote | - | $0.177 \%$ |
| 2020 Governor | $52.32 \%$ | $0.204 \%$ |
| 2016 Attorney General | $50.20 \%$ | $1.34 \%$ |
| 2020 Attorney General | $50.13 \%$ | $0.00684 \%$ |
| 2016 Governor | $50.047 \%$ | $0.215 \%$ |
| 2020 President | $49.36 \%$ | $0.000146 \%$ |
| 2020 Senate | $49.14 \%$ | $0.00804 \%$ |
| 2020 Lt. Governor | $48.40 \%$ | $0.000377 \%$ |
| 2016 President | $48.024 \%$ | $1.02 \%$ |
| 2016 Senate | $46.98 \%$ | $0.223 \%$ |
| 2016 Lt. Governor | $46.59 \%$ | $0.518 \%$ |

Table 1: When considered at the statewide level, the ensembles produced by Dr. Barber are all extreme outliers. The chance that a plan drawn from the ensemble would elect the same or more Republicans as the enacted plan is, at most, $1.34 \%$; in all but three of the elections it is less than $0.25 \%$. We have ordered the elections with the election with the largest Democratic statewide vote fraction at the top and the election with largest Republican statewide vote fraction at the bottom. It is worth noting that many of the most extreme outliers happen for those between $50 \%$ and $48 \%$. Looking at Figure 2, we see that this is the range where the Republicans would typically lose the super majority according to Dr. Barber's analysis. Though "Barber's Average Vote" which he used as a partisan index might or might not represent an actual plausible voting pattern, we have included it for comparison.


Figure 2: We compare Dr. Barber's statewide ensemble with the enacted plan under the ten 2016 and 2020 elections used in his report. Yellow dots show the result of the enacted plan. The enacted plan is an extreme outlier when considering the same data under a statewide lens. We summarize the numerical extent of the outliers in Table 1. The elections are abbreviated with the last two digits signifying the year, and the first letters representing Lt. Governor (LG), Governor (GV), President (PR), and US Senate (USS).

## 5 Statewide Analysis of Dr. Barber's Ensemble of NC Senate Plans

Repeating the above analysis for Dr. Barber's ensemble of Senate plans, we begin with the averaged statewide vote counts. We construct the statewide probabilities of electing various numbers of Senators and present them in Figure 3. Once again, our count of Democrats elected includes the Democrats elected in single-district Senate clusters, which are omitted from Dr. Barbers Table 32. So our Figure 3 reports that the enacted plan elects 20 Democrats under Dr. Barbers composite of elections, which is the four Democrats elected in single-district clusters that Dr. Barber reports in his Table 31 plus the 16 Democrats elected in multi-district clusters that Dr. Barber reports in his Table 32. Only $0.00385 \%$ of all of the plans in Dr. Barber's ensemble elect the same or more Republicans. Furthermore, this is the percentage of plans that lead to a Republican supermajority under these votes (which the enacted plan would produce as well). In other words, while the enacted plan always produces a Republican supermajority under Dr. Barber's analysis, only $.00385 \%$ of the non-partisan plans that Dr. Barber simulates would produce a Republican supermajority.


Figure 3: We compare Dr. Barber's statewide ensemble with the enacted plan under the Averaged election results used in his report. We find that only $0.00385 \%$ of all of the plans in his ensemble would elect the same or more Republicans than the enacted plan.

We repeat the above analysis with the 2016 and 2020 election data used by Dr. Barber. The only supplemental data we introduce is the number of single district Democratic clusters in each election which we have taken from our previous analysis. We summarize the 10 elections in Figure 4 and Table 2.

Again, we find that the outlier status of the ensemble has a significant impact on the amount of power the Republicans can amass in the Senate. Under the votes of the 2016 Governor race and 2016 Attorney General races, the Republicans lose their supermajority in $99.9544 \%$ and $98.9501 \%$ of the plans in Dr. Barber's ensemble, respectively. However, the enacted plan would elect a Republican supermajority under each of these voting patterns.

| Election | Statewide Dem. Vote | $\%$ of Dr. Barber's Plans <br> electing the same or more <br> Republicans than the en- <br> acted plan |
| :--- | :--- | :--- |
| Averaged | - | $0.00385 \%$ |
| 2020 Governor | $52.32 \%$ | $1.92 \%$ |
| 2016 Attorney General | $50.20 \%$ | $1.05 \%$ |
| 2016 Governor | $50.047 \%$ | $0.047 \%$ |
| 2020 Attorney General | $50.13 \%$ | $3.74 \%$ |
| 2020 President | $49.36 \%$ | $9.92 \%$ |
| 2020 Senate | $49.14 \%$ | $5.76 \%$ |
| 2020 Lt. Governor | $48.40 \%$ | $0.250 \%$ |
| 2016 President | $48.024 \%$ | $0.16 \%$ |
| 2016 Senate | $46.98 \%$ | $1.22 \%$ |
| 2016 Lt. Governor | $46.59 \%$ | $10.9 \%$ |

Table 2: When considered at the statewide level, many of the ensembles produced by Dr. Barber are extreme outliers. In six of the ten elections, there is less than a $2 \%$ chance that a plan drawn from the ensemble would elect the same or more Republicans as the enacted plan; in three of the ten elections, there is less than a $0.251 \%$ chance that a plan drawn from the ensemble would elect the same or more Republicans than the enacted plan. As we have remarked in both our original report and in the analysis below, this does not mean that the enacted plan is not an extreme partisan gerrymander under the other four elections; it only indicates that the plan is not as extreme of an outlier in these elections under the particular lens of seat counts.


Figure 4: We compare Dr. Barber's statewide ensemble with the enacted plan under the ten 2016 and 2020 elections used in his report. Yellow dots show the result of the enacted plan. The enacted plan is an extreme outlier when considering the same data under a statewide lens. We summarize the numerical extent of the outliers in Table 1. The elections are abbreviated with the last two digits signifying the year, and the first letters representing Lt. Governor (LG), Governor (GV), President (PR), and US Senate (USS).

## 6 Cluster by Cluster Analysis

We now turn to examining certain clusters presented in Dr. Barber's work. We do not exhaustively examine all of the clusters. Rather, we select certain clusters to demonstrate how the lens that Dr. Barber chooses to use (namely only looking at the number of Democratic districts) yields an incomplete picture of the partisan make up of the districts even with respect to the individual districts.

For a more complete picture, one would need to look at the actual partisan make-up of each district within a cluster. In fact, Dr. Barber reported on these values for the enacted plan, but did not compare these values to those found in his ensemble. One way of comparing these numbers is to examine the rank ordered marginal distributions of the vote fraction in each district. To do this, we order the districts from least to most Democratic (what Dr. Barber calls the Partisan Lean of Districts), and then look at the distribution of the most Republican, second most Republican, etc..., all the way until we reach the most Democratic district.

This type of analysis reveals not only how many Democratic leaning districts are within Dr. Barber's ensemble, but also how much they lean Democratic (or Republican). As we have demonstrated in our report, this is also relevant at a statewide level.

Note that all of our previous statewide analysis of seat counts simply relied on the numbers presented in Dr. Barber's report, i.e., the exact same ensemble that he relies on. The analysis below uses an ensemble of plans derived from running Dr. Barbers code (we were unable to extract his ensembles he used from the data he provided). ${ }^{2}$ However, re-running his same code with his exact same input parameters should produce a comparable ensemble to the one he generated from the report, assuming that his code performs in the way he represents.

The main conclusion is that when comparing the cluster-by-cluster results from Dr. Barber's ensemble to those in our report, we find the qualitative structure to be the same. We again conclude that the enacted map is an extreme outlier when using Dr. Barber's ensemble with this additional analysis. We include a number of county clusters from the NC House. We make a number of comments in the caption of each figure. We refer the reader to our initial report to the court for a description of these Ranked-Ordered-Marginal-Histograms.

[^27]

| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | $\begin{aligned} & \text { \% of } \\ & \text { plans } \quad \text { w/ } \\ & \leq \quad \text { Dems } \\ & \text { (First } \\ & \text { Cluster) } \\ & \hline \end{aligned}$ | No. plans w/ $\geq$ Dems (Second Cluster) | $\begin{aligned} & \begin{array}{l} \% \\ \text { plans } \\ \text { of } \\ \geq \end{array} \quad \text { wems } \\ & \hline \text { (Second } \\ & \text { Cluster) } \\ & \hline \end{aligned}$ | Total Plans | First <br> Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Average | 107 | 0.277 | 2409 | 6.23 | 38664 | 1 | 3 |
| PR20 | 756 | 1.96 | 3095 | 8.0 | 38664 | 1 | 3 |
| USS20 | 409 | 1.06 | 2529 | 6.54 | 38664 | 1 | 3 |
| GV20 | 662 | 1.71 | 3200 | 8.28 | 38664 | 1 | 3 |
| LG20 | 424 | 1.1 | 2624 | 6.79 | 38664 | 1 | 3 |
| AG20 | 534 | 1.38 | 2655 | 6.87 | 38664 | 1 | 3 |
| PR16 | 321 | 0.83 | 2701 | 6.99 | 38664 | 1 | 3 |
| USS16 | 17 | 0.044 | 2062 | 5.33 | 38664 | 1 | 3 |
| GV16 | 18 | 0.0466 | 2067 | 5.35 | 38664 | 1 | 3 |
| LG16 | 18 | 0.0466 | 1998 | 5.17 | 38664 | 1 | 3 |
| AG16 | 17 | 0.044 | 1992 | 5.15 | 38664 | 1 | 3 |
| USS14 | 3 | 0.00776 | 1807 | 4.67 | 38664 | 1 | 3 |

Figure 5: In Buncombe County, the Enacted maps is an extreme outlier under Dr. Barber's ensemble. We see the same structure as we saw when compared with the probability ensemble our initial report. The most Republican district in the enacted plan has exceptionally few Democrats while the most Democratic district has exceptionally many Democrats. The result is that the Democrats never win three seats in the enacted plan under any of the elections considered, including Dr. Barber's composite "Averaged Election", even though they would typically do so under a number of elections under Dr. Barber's ensemble.


| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | \% of <br> plans w/ $\leq$ Dems (First Cluster) | No. plans w/ $\geq$ <br> Dems (Second Cluster) |  | Total <br> Plans | First <br> Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Average | 0 | 0.0 | 1396 | 3.69 | 37800 | 1 | 34 |
| PR20 | 0 | 0.0 | 790 | 2.09 | 37800 | 1 | 34 |
| USS20 | 0 | 0.0 | 1326 | 3.51 | 37800 | 1 | 34 |
| GV20 | 0 | 0.0 | 1123 | 2.97 | 37800 | 1 | 34 |
| LG20 | 0 | 0.0 | 1199 | 3.17 | 37800 | 1 | 34 |
| AG20 | 0 | 0.0 | 1205 | 3.19 | 37800 | 1 | 34 |
| PR16 | 0 | 0.0 | 1184 | 3.13 | 37800 | 1 | 34 |
| USS16 | 0 | 0.0 | 2932 | 7.76 | 37800 | 1 | 34 |
| GV16 | 0 | 0.0 | 1382 | 3.66 | 37800 | 1 | 34 |
| LG16 | 0 | 0.0 | 2675 | 7.08 | 37800 | 1 | 34 |
| AG16 | 0 | 0.0 | 1931 | 5.11 | 37800 | 1 | 34 |
| USS14 | 0 | 0.0 | 10357 | 27.4 | 37800 | 1 | 34 |

Figure 6: In the Durham-Person cluster, we the same outlier structure in the enacted map when compared to Dr. Barber's ensemble as when compared to the primary ensemble in our orignal report. We see that the most Republican district has been depleted of Democrates. This makes the district much more competitive than it typically would be under a non-partisan redistricting plan.


| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | \% of <br> plans w/ $\leq$ Dems <br> (First <br> Cluster) | No. plans w/ $\geq$ Dems (Second Cluster) | $\begin{aligned} & \begin{array}{l} \% \\ \text { plans } \\ \text { pla } \\ \geq \quad \text { wems } \\ \geq \\ \text { (Second } \\ \text { Cluster) } \end{array} \end{aligned}$ | Total Plans | First Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Average | 17 | 0.456 | 317 | 8.51 | 3726 | 123 | 45 |
| PR20 | 4 | 0.107 | 349 | 9.37 | 3726 | 123 | 45 |
| USS20 | 60 | 1.61 | 429 | 11.5 | 3726 | 123 | 45 |
| GV20 | 2 | 0.0537 | 357 | 9.58 | 3726 | 123 | 45 |
| LG20 | 21 | 0.564 | 376 | 10.1 | 3726 | 123 | 45 |
| AG20 | 47 | 1.26 | 395 | 10.6 | 3726 | 123 | 45 |
| PR16 | 7 | 0.188 | 284 | 7.62 | 3726 | 123 | 45 |
| USS16 | 44 | 1.18 | 280 | 7.51 | 3726 | 123 | 45 |
| GV16 | 11 | 0.295 | 292 | 7.84 | 3726 | 123 | 45 |
| LG16 | 30 | 0.805 | 269 | 7.22 | 3726 | 123 | 45 |
| AG16 | 25 | 0.671 | 263 | 7.06 | 3726 | 123 | 45 |
| USS14 | 13 | 0.349 | 351 | 9.42 | 3726 | 123 | 45 |

Figure 7: In the Forsyth-Stokes cluster, We again see the same structure in Dr. Barber's ensemble as in the primary ensemble from our initial report. We see abnormally few Democrats in the second and third most Republican districts while we see abnormally many Democrats in the most Republican district and in the two most Democratic districts. The effect is to regularly flip the 3rd most Republican district to the republicans under the enacted map even under elections where many to almost all of the plans in Dr. Barber's ensemble would have awarded the seat to the Democrats.


| Election | No. plans w/ $\leq$ Dems (First Cluster) | $\begin{aligned} & \text { \% of } \\ & \text { plans } \quad \text { w/ } \\ & \leq \quad \text { Dems } \\ & \text { (First } \\ & \text { Cluster) } \\ & \hline \end{aligned}$ | No. plans w/ $\geq$ Dems (Second Cluster) |  | Total <br> Plans | First <br> Cluster | Second <br> Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Average | 0 | 0.0 | 0 | 0.0 | 15489 | 12 | 3456 |
| PR20 | 0 | 0.0 | 0 | 0.0 | 15489 | 12 | 3456 |
| USS20 | 0 | 0.0 | 0 | 0.0 | 15489 | 12 | 3456 |
| GV20 | 0 | 0.0 | 0 | 0.0 | 15489 | 12 | 3456 |
| LG20 | 0 | 0.0 | 0 | 0.0 | 15489 | 12 | 3456 |
| AG20 | 0 | 0.0 | 0 | 0.0 | 15489 | 12 | 3456 |
| PR16 | 0 | 0.0 | 0 | 0.0 | 15489 | 12 | 3456 |
| USS16 | 0 | 0.0 | 0 | 0.0 | 15489 | 12 | 3456 |
| GV16 | 0 | 0.0 | 0 | 0.0 | 15489 | 12 | 3456 |
| LG16 | 0 | 0.0 | 0 | 0.0 | 15489 | 12 | 3456 |
| AG16 | 0 | 0.0 | 0 | 0.0 | 15489 | 12 | 3456 |
| USS14 | 0 | 0.0 | 0 | 0.0 | 15489 | 12 | 3456 |

Figure 8: Dr. Barber did identify Guilford county as a Republican Gerrymander in the enacted map. The structure which produces this result is clear when compared with this plot of Dr. Barber's ensemble. We see that the two most Republican districts have abnormally few Democrats and the next three Republican districts have abnormally many Democrats. The effect is that the second most Republican seat reliably goes to the Republican party even though in some elections almost all of the maps in Dr. Barber's ensemble would award the seat to the Democrats. This was the same structure seen in the plots of our primary ensemble from our initial report.


| Election | No. plans w/ $\leq$ Dems (First Cluster) | \% of <br> plans w/ <br> $\leq$ Dems <br> (First <br> Cluster) | No. plans w/ $\geq$ Dems (Second Cluster) | \% of plans w/ $\geq$ Dems (Second Cluster) | Total <br> Plans | First <br> Cluster | Second <br> Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Average | 139 | 4.4 | 14 | 0.443 | 3161 | 1234 | 5678 |
| PR20 | 105 | 3.32 | 18 | 0.569 | 3161 | 1234 | 5678 |
| USS20 | 145 | 4.59 | 29 | 0.917 | 3161 | 1234 | 5678 |
| GV20 | 114 | 3.61 | 17 | 0.538 | 3161 | 1234 | 5678 |
| LG20 | 117 | 3.7 | 17 | 0.538 | 3161 | 1234 | 5678 |
| AG20 | 119 | 3.76 | 17 | 0.538 | 3161 | 1234 | 5678 |
| PR16 | 23 | 0.728 | 18 | 0.569 | 3161 | 1234 | 5678 |
| USS16 | 74 | 2.34 | 15 | 0.475 | 3161 | 1234 | 5678 |
| GV16 | 56 | 1.77 | 23 | 0.728 | 3161 | 1234 | 5678 |
| LG16 | 68 | 2.15 | 18 | 0.569 | 3161 | 1234 | 5678 |
| AG16 | 52 | 1.65 | 15 | 0.475 | 3161 | 1234 | 5678 |
| USS14 | 153 | 4.84 | 16 | 0.506 | 3161 | 1234 | 5678 |

Figure 9: In Mecklenburg county, we again have that the four most Republican districts have abnormally few Democrats in them while the next four most Republican districts have abnormally many Democrats. This is the same structure as we saw under our primary ensemble in our initial report. The effect is that in a number of elections the Republican party wins one to two more seats than the typical plan from Dr. Barber's ensemble would award.


| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | \% of <br> plans w/ $\leq$ Dems (First Cluster) | No. plans w/ $\geq$ <br> Dems (Second Cluster) | $\begin{aligned} & \begin{array}{l} \% \\ \text { plans } \\ \text { pl } \\ \geq \quad \text { wems } \\ \geq \\ \text { (Second } \\ \text { Cluster) } \end{array} \end{aligned}$ | Total <br> Plans | First <br> Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Average | 314 | 6.05 | 1929 | 37.2 | 5189 | 1 | 2 |
| PR20 | 1539 | 29.7 | 1974 | 38.0 | 5189 | 1 | 2 |
| USS20 | 1525 | 29.4 | 1929 | 37.2 | 5189 | 1 | 2 |
| GV20 | 1556 | 30.0 | 1974 | 38.0 | 5189 | 1 | 2 |
| LG20 | 1537 | 29.6 | 1974 | 38.0 | 5189 | 1 | 2 |
| AG20 | 1537 | 29.6 | 1974 | 38.0 | 5189 | 1 | 2 |
| PR16 | 483 | 9.31 | 1929 | 37.2 | 5189 | 1 | 2 |
| USS16 | 0 | 0.0 | 1660 | 32.0 | 5189 | 1 | 2 |
| GV16 | 483 | 9.31 | 1929 | 37.2 | 5189 | 1 | 2 |
| LG16 | 0 | 0.0 | 1660 | 32.0 | 5189 | 1 | 2 |
| AG16 | 169 | 3.26 | 1660 | 32.0 | 5189 | 1 | 2 |
| USS14 | 0 | 0.0 | 1660 | 32.0 | 5189 | 1 | 2 |

Figure 10: In Pitt county we see that same structure we found in our Primary ensemble repeated in Dr. Barber's ensemble. In particular, we see the districts pulled to the extremes of what is seen in Dr. Barber's ensemble. The depletion of Democrats from the more Republican district protects it from electing a Democrat in the enacted plan even though it would elect a Democrat in many of the plans in Dr. Barber's ensemble in a few of the elections we considered.


| Election | No. plans w/ $\leq$ <br> Dems <br> (First <br> Cluster) | \% $\quad$ of plans $\quad$ w/ $\leq \quad$ Dems (First Cluster) | No. plans w/ $\geq$ <br> Dems (Second Cluster) | \% $\quad$ of plans $\quad$ w/ $\geq \quad$ Dems (Second Cluster) | Total <br> Plans | First Cluster | Second Cluster |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Average | 159 | 1.11 | 2649 | 18.5 | 14305 | 12 | 345678 |
| PR20 | 140 | 0.979 | 1872 | 13.1 | 14305 | 12 | 345678 |
| USS20 | 209 | 1.46 | 2961 | 20.7 | 14305 | 12 | 345678 |
| GV20 | 145 | 1.01 | 1772 | 12.4 | 14305 | 12 | 345678 |
| LG20 | 159 | 1.11 | 2240 | 15.7 | 14305 | 12 | 345678 |
| AG20 | 165 | 1.15 | 2260 | 15.8 | 14305 | 12 | 345678 |
| PR16 | 137 | 0.958 | 2264 | 15.8 | 14305 | 12 | 345678 |
| USS16 | 196 | 1.37 | 3774 | 26.4 | 14305 | 12 | 345678 |
| GV16 | 220 | 1.54 | 3504 | 24.5 | 14305 | 12 | 345678 |
| LG16 | 196 | 1.37 | 2707 | 18.9 | 14305 | 12 | 345678 |
| AG16 | 205 | 1.43 | 3076 | 21.5 | 14305 | 12 | 345678 |
| USS14 | 287 | 2.01 | 3632 | 25.4 | 14305 | 12 | 345678 |

Figure 11: In Wake county, we see that the number of Democrats in the first two districts is exceptionally low. Looking across the different Ranked Ordered Marginal Histograms, we see that this increases the electoral environments (as captured in different elections) in which the Republican party wins one of these two districts. In particular, Dr. Barber's ensemble would lead to the Democrats typically winning one of these two districts in cases where the enacted plan does not.

## 7 Comments on Sampling Methods

We now give some additional details to clarify some of the terms we used and the procedures we followed in sampling of the legislative maps in our original report in light of the discussion in Dr. Barber's report.

We recall that in the Legislative case we used parallel tempering to interpolate between a base measure equal to the uniform measure on spanning forests given the county and population constraints and a measure centered on the districts with a compactness similar to the enacted plan. The Primary ensemble for the legislative ensemble reported in the report was the latter of these two ensembles. The first of these ensembles would be the target distribution of the SMC algorithms from the rdist package when it is properly configured with resampling included. We took 4 million steps (proposals the Metropolis-Hastings algorithm) at the spanning tree level and 2 million steps on the other levels. We output maps every 25 steps for a total of 160,000 maps in the 4 million step case and 80,000 map in the 2 million step cases. We interpolated between the different ensembles using between 60 and 100 parallel tempering levels. We proposed switching between the parallel tempering levels every 100 steps. In some cases, we ran a number of clusters together in one sampling run and sometimes we ran them separately or is smaller subgroups in a single run. Generally we ran the larger, more compacted clusters such as Wake or Mecklenburg, in this way. ${ }^{3}$ As described in the original report, independent sample reservoirs were used to split the 60 to 100 levels into computationally feasible chunks. This also improved the mixing and decorrelation properties of our algorithm. The congressional ensemble was drawn from a measure with a compactness weight against the same tree measure that the resampled rdist algorithm would sample. We used 12 parallel temping levels to move between the distribution without a compactness measure and the finial target distribution with the sampling weight. The number of steps was as specified above. The weights and other parameters used in the different run are specified in the header files of the datasets.

[^28]- Ex. 4892 -

I declare under penalty of perjury under the laws of the state of North Carolina that the foregoing is true and correct to the best of my knowledge.

Jonathan Mattingly, 12/28/2021
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